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CHAPTERI GENERAL INTRODUCTION

1.0. Motivation, objectives and organization of the present study

The Chinese language consists of many hundreds of often mutually unintelligible
dialects. Each of these dialects has its own unique characteristics that are instrumental to
our understanding of the universal rules and laws that govern human languages in general,
yet very few of them have been thoroughly described by professional linguists. Under the
powerful influence of Mandarin, which is by government decree the language of education,
of commerce, of performing arts and above all of radio and television broadcasts, these
Chinese dialects are rapidly losing their unique characteristics and even becoming extinct. It
is my belief that the situation facing these Chinese languages is no less urgent than that
facing Amerindian languages nearly a century ago, and a rescue mission akin to the one led
by Edward Sapir is needed for the Chinese dialects - not only for the sake of record
keeping, but also for the sake of contributing to the foundation of linguistic theories.

Based on these considerations, I chose to study the phonological system of the
Nantong dialect for my PhD dissertation. This is not just because the Nantong dialect is my
mother tongue and echoes many fond memories of my youth and childhood, but more
importantly, it is because the immense complexity of the phonological system of this
unique language demands a reasonable account.

Therefore, the first objective of the present study is to provide a faithful description
of a phonological system that has never before been studied by theoretical phonologists.
From the phonetic characteristics of individual sounds to the phonemicization of the entire
sound system, from phonotactic constraints to morphophonemic alternations, from the

interactions berween segmental and tonal features to the application of phonological rules,
1

2

from the prosodic conditioning of phonological rules to the influence of morphology and
syntax on prosodic structures, I will demonstrate this novel phonological system with as
mény details as possible so that my readers might appreciate its beauty and complexity.

The second but equally important objective of this study is to make contributions to
the advancement of phonological theories. Over the last century or so, great progress has
been made in the scientific study of the organization and patterning of speech sounds.
Especially since the publication of Chomsky and Halle (1968), linguists working in the
generative framework have been moving closer and closer to a theory of phonology that is
powerful enough to account for the rules and representations of speech sounds in all
possible human languages, but not so powerful that it predicts patterns that are not and will
not be found in any possible human language. Theoretical models have been constructed to
deal with all aspects of phonology, from the representation and alternation of individual
segments, to the prosodic organization of segments, to the relevance of prosodic and
morphosyntactic structures to phonological rules. It is every linguist's responsibility to test
these models with reliable data from real languages, and to improve these models whenever
necessary. With its rich and complex phonological system, the Nantong dialect serves as a
very good test case for this purpose.

This dissertation is divided into seven chapters. In the rest of this chapter, I will
present some mostly nonlinguistic background knowledge of Nantong Chinese. In Chapter
II, I will discuss certain aspects of modern phonological theory which will become relevant
in the course of this study. A number of models for phonological representation will be
proposed as an improvement of some existing models. Chapter III is devoted to a study of
the underlying segmental and tonal inventory of this language. Phonotactic constraints on
the cooccurrrence of consonants, vowels and tones are also discussed in this chapter.
Chapter IV is a study of segmental morphophonemic alternations. Chapter V discusses

tonal morphophonemic alternations. Chapter VI shows how metrical constituents define the
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domains of application of various phonological rules. Chapter VII studies the role of
morphological and syntactic structures in phonological processes, especially the

relationship between these structures and prosodic structures.

1.1, Location, population and history of Nantong Chinese
Nantong Chinese is spoken by about one million people in an area of about 1000
km?2 (the area encircled in Figure 2) in and around Nantong City, Jiangsu Province, which

is about 180 kilometers northwest of Shanghai across the Yangtse River, as shown below.

(1) Location of the area where Nantong Chinese is spoken

Figure 1 - Where is Nantong in China Figure 2 - The Nantong area and vicinity
Nantong Chinese is spoken in an area located on the border between Mandarin and
Wu dialects. The dialect to the north of this area is Rugao, a Yangtse-Huai variety of
Mandarin, and the dialect to the southeast is Haimen, a northern variety of Wu. To the east
of this area are two sister dialects of Nantong, called Tongdong and Jinsha. Nantong

Chinese shares some characteristics with Yangtse-Huai Mandarin dialects and others with

4

Wu dialects, and it has characteristics of its own. As.a matter of fact, it is unintelligible to
speakers of both Yangtse-Huai Mandarin dialects such as Rugao and Wu dialects such as
Haimen. The only dialect that is mutually intelligible with Nantong is Jinsha.

(2) Nantong Chinese and its neighboring dialects

Rugao

73 Nantong

B Jinsha

N Tongdong

3 Haimen-Chongming

Figure 3 - Nantong Chinese and its neighboring dialects

The uniqueness of Nantong Chinese is deeply rooted in its history. Up till the late
third century AD., the Nantong area was still submerged under water. By the end of that
century, a sandbar island named Hudouzhou had emerged in the middle of the Yangtse
River. It remained as an island for nearly 600 years until the end of the ninth century, when
the northern waterway silted up and Hudouzhou became part of the north bank. Figure 3)
shows the Nantong area as an istand in the year 741 A.D. According to Taiping Huanyu Ji
[The Peaceful World], a book of geographical and historical facts published in the early
tenth century, the inhabitants of Hudouzhou were exiles who made salt from sea water for
a living. Given the location of Hudouzhou and the condition of transporiation over a

thousand years ago, it is likely that those exiles came from neighboring areas and spoke
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different dialects. After a span of nearly 600 years, their dialects gradually merged into one

with mixed characteristics.

(3) The Nantong area as an island in 741 A.D. (adapted from Tan 1982:5-10)

Figure 4 - The Nantong area as an island in 741 AD.

The two sister languages of Nantong Chinese, Tongdong ‘and Jinsha, were formed
under similar historical circumstances. Tongdong was originally spoken by exiles on
another sandbar island named Dongbuzhou, which was some 500 years younger than
Hudouzhou and became part of the mainland in the eleventh century when it was about 200
years old. Jinsha is simlar to Nantong in some ways and to Tongdong in others. It was
formed on a sandbar island called Nanbuzhou which was located closer to Hudouzhou and

became part of the north bank earlier than Dongbuzhou.

12, Relationship of Nantong Chinese with its neighboring dialects
Probably because of their history, the three dialects Nantong, Tongdong and Jinsha
are very closely related to each other. The most unique feature that unifies these three

dialects as one group is the palatalization of labialized alveolar sibilants [ts¥ ts*# s¥] into

6
[te tc*h ¢¥], due to a historical sound change not observed in any other Chinese dialects.
Following are some examples.

(4) The sound change of palatalization in Nantong, Jinsha and Tongdong
Rugao Nantong  Jinsha Tongdong Haimen Gloss

ts¥éil tg¥é tewé tevE tséi most
tswhé i tewhé tpwhé ehE tshé i crispy
svéi cvé cvé cvE séi shatter

The above data also show that while Rugao and Haimen both allow off-glides in the
syllable coda, Nantong, Jinsha and Tongdong never do.

Among the three dialects Nantong, Jinsha and Tongdong, we note that the alveolar
sibilants [ts tsh s] are preserved before the vowel [0] in Nantong but are palatalized before
the same vowel in Jinsha and Tongdong, as shown in (5a); that the ancient contrast
between voiced and voiceless aspirated obstruents is lost in Nantong but retained in Jinsha
and Tongdong, as shown in (5b); and that a contrast between [i12 and [g] is retained in
Nantong but lost in Jinsha and Tongdong, as shown in (5¢). These make Nantong distinct
from its two sister dialects Jinsha and Tongdong.

(5) Differences between Nantong and Jinsha/Tongdong
Nantong  Jinsha Tongdong Gloss

a. tshd whé tehd vehicle
tshd dzb dzé tea
s§ ¢b ¢8 snake
b. th§ a3 d& sugar
of. 'y ths the soup
Pl by bl argue
cf. pti piL P deceive
c. tcé tei tef award
tcé tef el simple
l'I‘hcu)nemarksusedinthisstudya.\'e[ 1,0 "' 1, [ ]and combinations of the three. [ “ ] represents H,

or 5 in Chao letters; [ ' ] represents M, or 3 in Chao letters; and [ * ] represents L, or 1 in Chao letters.
2 The tilde indicates nasality. It is used underneath instead of on top of vowel symbols in order to avoid
poor legibility when a tone mark is also used.



tel tef tef shear
The vocalism in Nantong, though sometimes similar to that in Jinsha, is also quite
different from that in its neighboring dialects, as shown below.

(6) Vocalism in Nantong and its neighboring dialects
Rugao Nantong  Jinsha Tongdong Haimen Gloss

¢cou cp cli ¢ ¢w repair
kdg k3g kég kg kég work
kig kg k§ k4, kdg steel
tedg teé tel tei tcf award
sSn s§ s sSg s8p deep
1£ 14 14 1€ 1£ come
pé ps ps p3 p3 wrap

There are many other differences among the phonological systems of these dialects.
For example, there are six surface tones in Rugao, eight in Haimen, ten in Tongdong, but
seven in Nantong and Jinsha. There are lexical differences as well. It is beyond the scope
of this study to discuss all these differences. What has been presented so far suffices to

establish that Nantong Chinese is a unique Chinese dialect in its own right.

1.3. Dialectal differences within Nantong Chinese

There are internal dialectal differences within Nantong Chinese. Roughly speaking,
there are two varieties of this dialect: urban and rural. The urban variety is spoken by most
residents of Nantong City and its satellite towns Tianshenggang, Tangzha etc. The rural
variety is spoken by most residents of the vast rural area.

There are at least three major differences between the sound systems of the two
varieties of Nantong Chinese. Firstly, the contrast between the onset fricative [z] and the
onset glide [j] in the rural variety is lost in the urban variety, even though the same contrast

is preserved in various forms in many other dialects, as shown below.

(7) The [j] - [2] correspondence
Rural Nantong  Urban Nantong  Rugao Haimen Gloss

a. 2§ i€ 15n nin person
262 jo? 162 nd? meat
z§ i 13 nd yield

b.  j52 2 ja? A2 medicine
j8 " j8 . jb I want

Secondly, when 'oc(:urring before the vowel [i], urban [tf tf% f] corresponds to
rural [ts ts® s}, as shown in the following data.

(8) The [tf tft §] - [ts tsh s] correspondence

Urban Rural Gloss
tfig tsig stingy
ety tsbip light
2 tshi? eat
Iig sig new

Thirdly, the vowel [u] has merged with [0] before a coda obstruent in every lexical
item of the urban variety except for one word ([k@?] "that"), but is preserved in many
words of the rural variety, as shown below.

(9) The [u?] - [0?] contrast

Urban Rural Gloss
tsd? tsd? porridge
ts87? tsé? make
162 162 green
162 162 drop

There are a number of sporadic but conspicuous differences in the pronunciation of
the two varieties, for example:

(10) Sporadic but conspicuous differences between the two varieties of Nantong

Urban Rural Gloss
i b3 ground
ni n% mud

nd n3 take
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Again, it is beyond the scope of this study to discuss all the internal dialectal

differences of Nantong Chinese. In the rest of this study, I will ignore the rural variety, and

focus on the phonetics and phonology of the urban variety of Nantong Chinese.

1.4, Previous studies of Nantong Chinese

- The earliest study of Nantong Chinese is a list of 193 words with brief definitions
included in a local city annals (Guangxu Tongzhou Zhi) published in 1875. A dictionary
entitled Nantong Fangyan Shuzheng [A Glossary of the Nantong Dialect] was compiled by
a local scholar Sun Jinbiao and was published in 1911. A four-volume dictionary entitled
Nantong Changyan Shuzheng [A Glossary of Commonly used words in the Nantong
Dialect] by the same author was published in 1925. Unfortunately, no indication of the
sound system of Nantong Chinese is given in any of these publications. The first
description of the Nantong sound system appeared in the published results of a 1960
survey of dialects spoken in Jiangsu Province and Shanghai City. A more complete
description of dialects spoken in the Nantong area (Nantong Fangyan Zhi) is now

underway, but so far no publishable results are available.

CHAPTER I THEORETICAL BACKGROUND

2.0. Introduction

In this chapter, Idiscuss some theoretical issues in segmental and tonal phonology.
I will present, compare and evaluate some models for the representation of segmental and
tonal features, and suggest some improvements. I will also outline the basic assumptions of
feature underspecification, moraic theory and metrical phonology as a background for

readers who are not familiar with these theoretical frameworks.

2.1. Segmental features and feature geometry
2.1.1. Representation of the segment

The theory of distinctive features dates back to the work of the Prague school
linguists in the 1930's led by Roman Jacobson and Nicolaj Trubetzkoy, and is fundamental
to modern generative phonology. In traditional linear phonology, this theory means that
each distinct speech sound is composed of a set of distinctive features, and is distinguished
from every other sound by at least one of these features. Phonological processes that
change one sound to another operate on distinctive feature(s), not segments. For example,
the sounds [s] and [z] differ only in the feature [*voice], as shown below.

(11) Distinctive features in linear phonology

[s] [z
-voice +voice
-nasal -nasal
+coronal +coronal
+anterior +anterior
+consonantal +consonantal
+continuant +continuant
-sonorant -sonorant

10
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And the alternation between these two sounds as we see in [baks] "backs” vs [bzgz]
"bags" where the English plural suffix /z/ surfaces as [s] after voiceless segments but as [z]

after voiced ones is due to a phonological process that changes the feature [+voice] of /z/ to

[-voice] after a [-voice] sound, which is formulated as C — [-voice] / [-voice]
The assumption embodied in the linear phonological feature theory that each
segment is in some way atomic and has its own feature specifications not shared by other
segments came under scrutiny as people’s attention shifted to studies of suprasegmental
phenomena such as tone, stress, syllable structure etc. in the 1970's. Because of the lack of
one-to-one mapping between features and feature bearing units, Goldsmith (1976}
proposes that tonal features be specified on a partiaily autonomous tier and connected with
tone bearing units with association lines. Clements (1977) organizes vowel features ina
similar way to account for vowel harmony processes which resemble tonal processes. Such
autosegmental organization of distinctive features makes it possible to prohibit arbitrary
feature changing operations and allows one to assume that features can be altered only by
deletion followed by either fcéturc spreading or default feature specification. For example,
the change from /z/ to [s] is now viewed as due to a process that deletes the [+voice] feature
of /z/ and spreads the [-voice] feature from the preceding sound, as shown below.
Obviously, if feature changing is realized only by feature spreading from a neighboring
segment, then /z/ cannot become [-voice] if its preceding sound is [+voice]
(12) Devoicing in autosegmental phonology

[+voi] [+voi] [-voi] [+voi] [+voi] [+voi] [-voi]

Feature specifications

N ==

Feature bearing units b S
b ® k z - b ® k s

If all features are treated equally this way, then the segment becomes a congregation

of many coaxial tiers of autosegmental features, as shown below.
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(13) Coaxial feature tiers

) >
% 8 g
% & &
> T < e
/‘yOQ (\‘56‘
7 &
[mof] - {continuant]
<
& T %
'a S \7
5 3 3
(o} =
< E

A serious problem with such a model is that it does not explain why some features
are often operated on as a cluster, while others are not. For example, it is common for place
features ({labial], [coronal], [dorsal] etc.) of a consonant to spread to a neighboring
consonant so that the two become homorganic, yet it never occurs in any human language
that any arbitrary collection of features such as [labial], [nasal] and [high] may spread
together.

Because of this problem, phonologists now agree that phonological feature tiers are
not coaxial, but are organized into an hierarchical structure known as the feature geometry.
Early models that embody this idea are proposed by Clements (1985), Sagey (1986) and
Steriade (1987). The Sagey (1986) model (the S model) is shown on the next page. With
such feature geometry models, we can say that features like [labial], {coronal] and [dorsal]
tend to spread together because they are grouped under the same place feature class node,
which is what is being spread; and that features such as [labial], [nasal] and [high] do not

spread together because they are not grouped under the same feature class node.
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(14) The S model of feature geometry

root
cont
laryngeal cons
constr su5ra.laryngcal
spread soft palate
stiff dack / place
asal
" Pbxa'l/ | \
round /coron al l
back
am | high low

Despite obvious advantages brought about by early models like the S model, there
are still problems. One problem is the relationship between the features {round] and [back].
Odden (1991) provides evidence that these features must spread simultaneously as one
cluster. Yet this is not possible given their arrangement in the S model, where [round] and
[back] do not share a feature class node. Another problem is the interaction between
consonantal and vocalic place features. Clements (1989), Hume (1992) and Clements &
Hume (1992) provide ample evidence that [round] is related to [labial], [-back] is related to
[coronal] and [+back] is related to [dorsal] in various languages. The S model offers no
principled explanation for such interactions given the fact that consonantal and vocalic place
features are on different tiers in the S model. These problems are attacked in Clements
(1989), Hume (1992) and Clements & Hume (1992), among others. From the solutions
offered by these authors, we can piece together a new feature geometry model as shown

below, which we will refer to as the C&H model.

14
(15) The C&H feature geometry model
:tsonora.nt

tapproximant
tvocoid

&\

oral cavity
C-place

[voice]
[spread glottis]
[constricted glottis] i

[fcontinuant]

[pharyngeal]
[coronal]

[dorsal]

The crucial improvement of the C&H model over the S model is the use of a unified
set of place features for both consonants and vowels, with the feature class node being the
C-place node and the V-place node respectively. Place features dominated by the V-place
node may be used on consonants, but then they are considered secondary features and are
interpreted differently from those dominated by the C-place node which are primary place
features for consonants. For example, the place features of labial consonants and labialized
consonants are represented as follows.

(16) Place features of labialized consonants

labialized labial labialized coronal cf. plain labial
C-place C-place C-place
vocalic ’\ah
] lingual VOT ©
V-place | V-place
[coronal] l

[labial] {labial] {labial]
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The C&H model captures many well-supported generalizations about the interaction

between consonantal and vocalic place features. However, in its present form, this model is
so powerful that it can generate many nonexistent phonological contrasts. Since each of the
six paths that connect the C-place node and the features [labial], [coronal] and [dorsal] may
either stand alone or combine with any other path(s) to represent a simple or complex
articulation, a total of 63 such simple or complex articulations can be formed. Most of these
articulations are either certainly (indicated with *) or probably (indicated with ?) unattested,
as shown in the following table,! where primary features are capitalized.

(17) Possible combinations of place features in the C&H model

Feature combination IPA  Description
a. [LAB] P labial
[COR] t alveolar
[DOR] k velar
[LABJ[COR] tp labioalveolar
[LAB][DOR] kp labiovelar
w labialized
[LAB][lab] 0 labialized labial
[COR][lab} (Ad labialized alveolar
[DOR](1ab] kv labialized velar
[LAB][COR][lab] tp” 7 labialized labioalveolar ?
{LABJ[DORJ{lab] kp* 7 labialized labiovelar ?
[cor] i j unrounded front or palatalized
[LAB][cor] p palatalized labial
[COR]{cor] t palatalized alveolar
[DOR][cor] K palatalized velar
[LAB][COR][cor] w? palatahzed labioalveolar ?
[LAB)[DOR][cor] kp? palatalized labiovelar ?
[dor] i vy unrounded back or velarized
[LABl{dor] p¥ velarized labial
[COR][dor] 14 velarized alveolar
[labl[cor] y y rounded front or labiopalatalized
[LAB]{lab][cor] P labiopalatalized labial
{COR][lab][cor] v labiopalatalized alveolar
R][labjfcor] kv labiopalatalized velar
[L.AB][COR]{lab][cor] tp%? labiopalatalized labioalveolar ?
[LAB][DOR]{lab]{cor] kp3? labiopalatalized labiovelar ?
[CORJDOR] ! alveolovelar
b. [COR][DOR}{lab} * _unattested
[COR}[DOR][cor] * unattested
[COR][DOR]}{lab][cor] ¥ unattested

1 This table does not include any uvular or pharyngeal articulations. Also notice that many of the unattested

articulations in this table may be generated by Sagey's (1986) model as well,

[DOR][dor]

[LABJ}{DOR]}[dor]
[LABJ{COR][dor]
[COR][DOR][dor]

[1ab]{dor]
[L.AB](lab]{dor]
[COR][labl{dor]
{DOR}{lab]{dor]
[LLAB]J{COR]}{lab}{dor]
[LAB][DOR]([lab][dor]
[COR][DOR]{lab]{dor]
cf. [LAB](lab]
[COR](lab]
[DOR][lab]
[LAB][COR]flab]
[LAB][DOR]{lab]
[COR][DOR][lab]
[LAB}[COR][DOR]{lab]

[cor]{dor]

[LAB][cor][dor]
[{COR][cor][dor]
[DOR][cor]jdor]
[LAB][COR]J{cor]{dor]
[LAB][DOR]}[cor][dor]
[COR]J{DOR][cor]{dor]
[1ab){cor}{dor]
[LAB]{1ab}{cor]{dor]
[COR][lab]}{cor}{dor]
[DOR][1ab]{cor]{dor]
[LABJ[COR][1ab]fcor][dor]
{LAB]{DOR][lab][cor]){dor]
[COR}[DOR][Iab][cor][dor]

[LAB]J[COR](DOR]
[LAB][COR][DOR]lab]
[LAB][COR][DOR][cor]
[LAB][COR][DOR]{dor]
[LAB][COR][DORY]{lab]cor]
[LAB]{COR][DOR][lab}{dor]
(LABJ[COR][DOR][cor][dor]
[LABJ[CORJ[DOR][lab}[cor]{dor]

L R B R R R R R R R I R R R N R R R R {-*‘g(oq'i‘t’ﬂ'Q'Q'\)‘\"O'Oc * % *
q
2

71‘
P
)

(od
]
=~

unattested
unattested
unattested
unattested

rounded back
?

D D 3 )

b
labialized labial
labialized alveolar
labialized velar
labialized labioalveolar ?
labialized labiovelar ?
unattested

unattested

unattested
unattested
unattested
unattested
unattested
unattested
unattested
unattested
unattested
unattested
unattested
unattested
unattested
unattested

unattested
unattested
unattested
unattested
unattested
unattested
unattested
unattested
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A number of observations can be made from the unattested articulations shown in

this table. First of all, since [DOR] and [dor] are as distinct as [LAB] and [lab] or [COR]

and [cor], we expect to find dorsalized dorsals in (17c) as easily as we find labialized
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(rounded) labials or coronalized (palatalized) coronals in various languages. Yet such

sounds never surface in any human language? .

Secondly, the C&H model predicts the existence of labiodorsalized consonants
such as those in (17d) which presumably contrast with labialized consonants such as those
in (17a). Such contrasts are superfluous.

Thirdly, there is no principled way in the C&H model to rule out coronodorsal
vowels and coronodorsalized consonants, such as those in (17¢), even though Clements
(1989) admits that such vowels are non-existent.

Finally, the C&H model predicts that there can be complex articulations involving
three primary articulators, such as those in (17f), which have never been found to exist.

All these problems result from the assumption that [dorsal] is just like [labial] and
[coronal] and may serve as a feature both for a consonant-like major articulation and for a
vowel-like minor articulation. The overgenerativity of the place feature model based on this
assumption suggests that it is an incorrect assumption.

To avoid this overgenerativity problem of the C&H model without losing its insight
that consonants and vowels share the same set of place features, I propose a new place
feature geometry model. In this model, the features [labial] and [coronal] are each linked to
the C-place node either directly or through the V-place node, depending on whether these
features represent a primary or secondary articulation. The feature [dorsal], on the other
hand, is always linked to the C-place node through the V-place node, whether this feature

represents a velar consonant or a back vowel, This model is shown as follows.

2 Clements and Sezer's (1982) claim that Turkish contrasts plain dorsal stops that are transparent to back
harmony with coronalized or dorsalized dorsal stops that are opaque to back harmony is theory-specific.
Assuming that the transparent dorsals are underspecified and opaque dorsals are fully specified, we can
explain the transparency and opacity of Turkish dorsal stops without having to recognize dorsalized dorsals.

18

(18) Place feature geometry3
C-}ilace
Voblace Height
[laﬁial] {dorsal] [thigh]
[coronal]

This place feature geometry is different from the C&H model in a number of ways.
First, a dorsalized dorsal is structurally impossible, since it would be specified with a
primary [dorsal] and a secondary {dorsal], a contrast that does not exist in this model.
Second, since there is only one interpretation of [dorsal], the alleged contrast between plain
labialized and dorsolabialized consonants (i.e. [lab][COR] vs [lab][dor][COR}) no longer
exists. Third, since the secondary feature [coronal] is no longer sister to [dorsal],
coronodorsal vowels are structurally impossible. Finally, the fact that there is no designated
primary [dorsal] feature makes the representation of triply complex primary articulation
impossible. For these reasons, combining terminal features in the new place feature
geometry yields an inventory of only 17 articulations as listed below. Since it is
meaningless in this place feature model to refer to the feature [dorsal} as primary or
secondary, it is represented as {Dor], i.e neither [DOR] nor {dor}.

(19) Inventory of complex and secondary articulations in the new place feature geometry
Feature combination IPA  Description

[LAB] p labial

[COR] t alveolar

[COR][Dor] 4 velarized alveolar (retroflex)
[Dor] k i velaror unrounded back
{LABJ{COR] to labioalveolar

[LAB][Dor] kp labiovelar

[lab] w rounded or labialized

3 1n the following discussion, I will ignore placement of the feature [pharyngeal] and leave that to future
investigations.
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(LAB][lab] P* labialized labial
[COR][lab} tv labialized alveolar
[COR][Dor][lab] A labialized velarized alveolar (retroflex)
[Dor]{lab} k¥ u labialized velar or rounded back
[LAB]{Dorl{lab) kp¥ labialized labiovelar
[cor] ¢ i palatal or unrounded front
[LAB][cor] P palatalized labial
[COR][cor] ¢ t¢ palatalized alveolar or alveopalatal
[cor]{lab} ¢ y labialized palatal or rounded front
[LABJ(lab][cor] pY labialized palatalized labial
[COR][lab}{cor] A} labialized palatalized alveolar
[LAB]{COR]}flab] tp" ? labialized labioalveolar ?
[LABJ{CORJ{cor] tp¥?  palatalized labioalveolar ?

[LABJ{COR](labj{cor] tp3? labialized palatalized labioalveolar ?

[LABJ{COR][Dor] * unattested
[LAB][COR}[Dor][lab} * unattested

Notice that [cor] may not cooccur with terminal [Dor], because it is dominated by [Dor] and
thereby rendering the latter nonterminal.

Although this new place feature geometry model is much more constrained than the
C&H model, there are still a number of problematic or unattested feature combinations. The
explanation for this seems to be the fact that it is hard to find plain complex segments such
as kp or tp in the first place and therefore it is even harder to find secondarily articulated
complex segments.

A potential problem with this new place feature geometry is total vowel harmony.
For example, Clements and Hume (1992) report that in the Servigliano dialect of Italian,
post-tonic stem vowels are identical to the vowel in the suffix, as shown below.

(20) Servigliano vowel harmony

a. birik3kan-a  apricot tree birikékun-u  apricot
pétten-e comb péttin-i combs
dlam-a soul dlem-e souls

b. prédok-o I preach prédik-i you preach
stémmuk-u  stomach stommik-i stomachs
doménnak-a Sunday doménnek-¢  Sundays

20

Clearly, the Servigliano vowel harmony process involves simultaneous spreading
of all vowel features. Given the assumption that the [dorsal] feature is linked to the C-place
node via the V-place and the vocalic node, one would predict that dorsal consonants block
total vowel harmony. Yet the Servigliano data in (20) show that dorsal consonants are as
transparent to total vowel harmony as labial and coronal consonants are. To explain this
paradox, we must assume that in Servigliano the dorsal consonants are underspecified for
place features. Thus, plain coronal or labial consonants do not block vowel harmony
because they do not have a vocalic node; and dorsal consonants do not block vowel
harmony either because their vocalic node is underlyingly not specified, as shown below.

(21) Dorsal transparency in Servigliano vowel harmony

péttVn-i > péttin-i prédVk-i > prédik-i
A\’ n i \% k i
C-place C-place C-place C-place C-place C-place
" Viocatic " Vicalic
V-place Height V-p Height
|
[dorsal] [-low] \ [dorsal] [-low]
[+high] | [+high]
[coronal] [coronal] [coronal]

A seemingly problematic case is the Klamath vowel harmony reported by Barker
(1963). In this language, the vowel in the causative prefix always agrees with that of the

stem, as shown below.

(22) Klamath vowel harmony
geyig-a “is tired" sne-geyj'ig-a "makes tired”
qdoit-a “it rains" sno-qdo:¥-a  "makes it rain"
m’ais?-a "is sick” sna-m’a:s?-a "makes sick"

Since dorsals (e.g. [g]) and uvulars (e.g. {q]) are contrastive in Klamath, it seems that they
cannot both be unspecified for [dorsal]. However, if we follow McCarthy (1989) and

assume that the [dorsal] feature of uvulars is associated with the pharyngeal node, as
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opposed to the [dorsal] of velars which is associated with the C-place node. Since the only

pharyngeal consonants in Klamath are the uvulars, their [dorsal] feature is predictable.
Thus, the uvulars can be distinguished from the velars by the presence or absence of the
pharyngeal node. Consequently, the [dorsal] feature can be unspecified for both uvulars
and velars.

A real problematic case is the vowel harmony in Maltese Arabic reported by Hume
(1992). In this language, the second person singular suffix surfaces as [-ik] word-
medially, as [-ek] word-finally, but as [-ok] if the stem vowel is [0], as shown below.

(23) Maltese Arabic vowel harmony
forob “hedrank”  jifrob "hedrinks" jifroblok “he drinks for you"

dahak “helaughed" jidhak ‘"helaughs" jidhaklek "he laughs to you"
sireds “he fried" jisreds “he fries" jisred3lek "he fries for you"

a.
b. tebah “"hecooked" jitboh "hecooks" jitbohlok "he cooks for you"
c. tines "hecried” jitnos "he cries” jitnoslok  "he cries to you"
d. gideb “helied" jigdeb “he lies" jigdiblek  "he lies to you"

€.

f.

Hume (1992) argues for independent reasons that the default place feature in
Maltese Arabic must be [coronal]. Therefore, [dorsal] must be specified underlyingly and
ought to block complete vowel harmony, which is not the case.

On the other hand, in languages with both dorsals and coronalized dorsals, we
predict that the coronalized dorsals cannot be transparent to total vowel harmony or back
harmony, since they must have their V-place node specified in order to be distinct from the
plain dorsals. Furthermore, the plain dorsals can be either transparent or opaque to vowel
harmony depending on whether they are underlyingly specified for vowel place features.
There is some empirical evidence for these predictions. In Turkish, for example,
coronalized dorsals are always opaque to back harmony, though plain dorsals may be either

transparent or opaque to back harmony, as shown below.
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(24) Dorsal opacity in Turkish vowel harmony

Nom. sg. Acc. sg. Gloss
a. ip ip-i "rope”
el el-i "hand"
kiz kiz-i "girl"
sap sap-i “stalk"”
b. harif harif-i "letter”
hiliatd hivdap-i “crescent”
imsak imsdki-i "fasting"
c. sevk sevk-i "drive"
hatik haltiik-i "creator”
d. renk renki-i "color"

The data in (24a) show that the vowels in the stem and the suffix must agree in
backness, which can be accounted for by spreading the [dorsal] node from the stem vowel
to the suffix vowel. Since the intervening labial or coronal consonant does not have any
vocalic or dorsal specification, it will not block the spreading process. On the other hand,
the consonants [r#], [I¥] and [ki] in (24b) are coronalized consonants according to Clements
and Hume (1992) and are therefore specified with the secondary place feature [coronal]
which is dominated by [dorsal] in the present model. If the spreading of [dorsal] were to
start from the stem vowel, then the new association line between the [dorsal] feature of the
stem vowel and the V-place node of the suffix vowel will cross the association line between
the [dorsal] feature and the V-place node of the intervening dorsal consonant, violating the
constraint that association lines may not cross. However, if we assume that the spreading
starts from the intervening dorsal consonant, then the suffix vowel's being [coronal] (i.e. a
front vowel) can be attributed to the fact that the intervening dorsal is also [coronal]. A
similar account can be made for the data in (24c). Assuming that this set of data is reliable?,
we can say that in this case, spreading of the [dorsal] feature also starts from the

intervening dorsal consonant, except that this time the consonant is not coronalized, and

4 According to Clements and Sezer (1982), such words are very few and only used in certain idiolects.
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therefore the suffix vowel becomes back instead of front. With regard to (24d), a possible

analysis treats the stem-final consonant as underlyingly a plain dorsal, which is tranparent
to the back harmony triggered by the stem vowel [e], and becomes coronalized after the
back harmony.S This is believed to be evidence that while dorsalized or coronalized dorsals
are opaque to back harmony, plain dorsals are transparent. However, since the so-called
dorsalized dorsals have never been found to surface as phonetically distinct in any
language, a better analysis is to assume that the transparent dorsals are not specified for
place features while opaque dorsals are. Following is an illustration of this new analysis.

(25) Dorsal transparency and opacity in Turkish back harmony

renk-I > renki-i

¢ n k I
C’pllacc C-place C-place C-place
Vo]calic Vocalic
V-Tace _V-place
[dolrszlﬁ B

[coronal] [coronal]

imsakd-I > imsakd-i
a ki I
C-place C-place C-place

Vocalic Vocalic Vocalic
V-place V-place V-place

-

[dorsal] [dorsal]
[coronal]

5 Alwnmx.iyely. the stem-final consonant may be analyzed as a coronalized dorsal, in which case it blocks
harmony triggered by the stem vowel but triggers back harmony itself.
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haliik-1 > halik-i
i k I
C-place C-place C-pllace
Vocalic Vocalic Vocalic
V-place V-p V-place

-
-

[dorsal] [dorsal]
[coronal}

In contrast to Turkish, both palatals and velars are transparent to back harmony as
shown below.

(26) Hungarian vowel harmony

olvas-unk  "toread"
vaj-unk "to be"
meJ-ynk “to go"
jav-ynk “to come”

If, as we assume, palatals are coronalized dorsals, then their transparency to back (coronal)
harmony is inexplicable. Moreover, since palatals and velars are contrastive, it is not
possible that they are both unspecified for place features. Hume (1992) proposes that the
Hungarian palatals do not have a secondary place feature {coronal] whereas the Turkish
palatalized velars do. I have no objection to that proposal.

In the present model of feature geometry, the combination of consonantal [coronal]
and [dorsal] features is assigned to retroflexes, instead of coronodorsal clicks, as it is in
Sagey (1986) and Clements and Hume (1992). There are two reasons for this. First, since
clicks and non-clicks are produced with entirely different acrodynamic control, they cannot
be distinguished by place feature alone. As a matter of fact, Chomsky and Halle (1968)
propose and Traill (1985) adopts the feature [+suction] to distinguish clicks and non-clicks
made at the same place of articulation as non-clicks. For example, Traill (1985) reports that

in the Khoisan language X568, there are clicks and non-clicks at each of the three places of



25

articulation: bilabial, dental and post-dental. Therefore, it does not make sense to save some

place features solely for clicks.

The second reason is more compelling. It involves the analysis of a rule in Sanskrit,
the so-called RUKI rule, which changes the dental fricative [s] into a retroflex [s]6 when
immediately preceded by [r], [ul, [k] or [i] (including the syllabic [r] and diphthongs

which may be analyzed as containing a final [i] or {u]), as shown below.

(27) Sanskrit RUKI alternation

progeny foot thought  earth voice
Nom. sg. dzd-s pdt dhf-s bhd-s vik
Loc. pl. dz4-su- pat-si-  dhi-gi-  bho-sd- vak-sd

Hume (1992) analyzes a similar rule in Sanskrit, which involves the retroflexion of
a coronal nasal when preceded by a retroflex sound {s]. [r] or [¢], as involving the
spreading of the coronal node from the preceding retroflex sound. However, such an
analysis does not apply to the RUKI process, since one of the triggering sounds ({i]) does
not have a retroflex coronal node and two of them ([u] and [k]) do not have a coronal node
at all. Altemnatively, we may assume that retroflex sounds are coronodorsals, and that all
sounds that trigger the RUKI rule have a dorsal node, as follows.
(28) Place feature geometry of RUKI sounds

by [u] (k] [i]
C-place C-;l)lace C-flace C-place
Vocalic Volmlic Volcalic Vo:mlic
V-llace V-place V-place V-place

[coronal] f T\[labia]] T T
[dorsal] [dorsal] [dorsal} [dorsal]

Thus, the four RUKI sounds are a natu_ral class that share the {dorsal] feature. The
RUKI rule can therefore be formulated as follows.

6 The traditional symbol for Sanskrit retroflexion is a dot underneath the symbol for a corresponding non-
retroflex sound, e.g. [s]. For the sake of consistency, this symbol will be replaced with the standard IPA
symbol for retroflexion which is a hook undemeath the comresponding non-retroflex symbol, e.g. [s]. Also,
the symbol [j] representing a voiced postalveolar stop is replaced with the standard [PA symbol {d3].
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(29) The RUKI rule
Root

[-son]|{+cont]
C-place C-place

| -

Vocalic Vol(nlic

~~ V-place V-place
Height Y -~ [coronal]

-

[ [dorsal]

[-low]

The RUKI rule is thus seen as involving the spreading of the feature [dorsal],
which is not possible if retroflex consonants are treated as just posterior coronals. Notice
that in order for this rule to produce a true retroflex instead of a palatalized one, the feature
[coronal] must be left unspecified for [i]. This is not a problem, since there are only three
underlying vowels in Sanskrit, and [i] is distinct from [a] by being [high] and from [u] by
not being [labial]. The important point is that by treating retroflex consonants as
coronodorsals, we capture the generalization that "the assimilating influence ... of k and the
other vowels appears to be due to a somewhat retracted position of the tongue in the mouth
during their utterance, causing its tip to reach the roof of the mouth more easily at a point
further back than the dental one," (Whitney 1887:61-2).

A major implication of the place feature geometry presented above is that the feature
[dorsal] is different from the consonant place features [labial] and [coronal] in that it is
more closely related to vowel place features. There is strong phonetic evidence for this.
Ohman (1967) observes from his X-ray studies of the vocal tract show that during the
closures for fidi/, /udy/ and /ada/ the global shapes of the vocal tract are determined by the
vowel with a relatively invariant tongue tip constriction superimposed on the vowel shapes,
but for /igi/ and /ugw/ the actual position of the constriction is shifted. This observation is
also accomodated into such theoretical models as the articulatory phonology model

developed by Browman and Goldstein (1987) and the task-dynamic model developed by
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Saltzman and Munhall (1989), both of which are independent of mainstream phonological

feature geometry models.

2.12. Represenuation of gffricates

The articulation of affricates involves two phases, the first being [-continuant} and
the second [+continuant]. Chomsky and Halle (1968) use the segmental feature [delayed
release] to identify affricates. Sagey (1986) argues that since affricates behave like stops
with respect to phonological rules sensitive to their left edge, but like fricatives with respect
to rules sensitive to their right edge, they must be treated as contour segments specified
with both [-continuant] and [+continuant], as follows.

(30) Sagey's (1986) representation of affricates

)

t

[-cont] [+cont]

A problem with Sagey's approach is how to determine which features may branch
and which may not, because without proper coastraint, nonexistent contour segments, such
as [td] which contours for [tvoice], [tc] which contours for [fanterior] etc., can be
predicted to exist.”

An alternative approach to representing contour segments is proposed by Clements
(1987) among others. This approach treats a contour segment as having two root nodes,
each linked to the same timing unit and dominating a feature specification characterizing the
corresponding portion of the contour segment. No feature branching under the root node is

allowed. Thus, an affricate will be represented in part as follows.

7 Sagey (1986) shows that the X0 effluxes branch in laryngeal features [constricted glottis] and [spread
glottis], so k2! [+¢.g.,-C.g.,-S.g..+5.8.] contrasts with k [-.g.,-s.g.}, kb [-c.g.+s.g.] and k? [+c.g..-s.8.].
From a phonological point of view, however, k2t is simply [+¢.g..+s.8.]. The sequencing of these features
is merely a phonetic adjustment to their physically impossible simultaneous realization.
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(31) Clements' (1987) representation of affricates

root root

[~cont] [+cont]

A similar proposal is made by Steriade (1991), where an affricate is assumed to
have two aperture positions Ag and A¢ which, according to the author, are analogous to the
root nodes. Following is a partial representation of an affricate in Steriade’s model.

(32) Steriade's (1991) representation of affricates
P
place

Clements's model and Steriade's model can both be referred to as two-root models.
The problem with such models is similar to that with Sagey's feature branching approach.
Without further constraint, each root node may dominate a different set of segmental
features, and therefore nonexistent contour segments that can be generated with the feature
branching approach may also be generated with the two-root approach.

Not only is the phonological representation of affricates unsettled, but the whole
concept of contour segments is controversial. The most commonly recognized contour
segments are affricates, prenasalized stops and postnasalized stops. McCawley (in
Chomsky and Halle 1968:317:fn20) suggests that prenasalized stops should be regarded as
obstruent nasals. Postnasalized stops can be treated the same way, since there is no clear
evidence that they contrast with prenasalized stops in any language®. Thus the only real
contour segments appear to be affricates. However, there is little phonological evidence that
affricates are contour segments. None of the three cases reported in Sagey (1986:94-5)

where affricates appear to pattern with fricatives have anything to do with the affricates’

8 Sagey (1986) talks about such contrasts in Land Dayak, yet she provides no phonological evidence for
what she believes to be prenasalized and postnasalized stops. In fact, the same data are analyzed in
Kenstowicz and Kisseberth (1979) as nasal-stop or stop-nasal sequences.
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being [+continuant] at their right edge. Specifically, the epenthesis of a schwa between a
stem-final fx_'icative or affricate and the suffix -z in English, as in /bas + z/ — [basaz]
"buses", is due to the avoidance of two successive [+strident], not necessarily
[+continuant], segments, because a schwa is not inserted between any sequence of
-[+continuant] consonants. For example, underlying /glav + z/ "gloves" does not become
[glavaz], even though both /v/ and /z/ are [+continuant]. The labialization of stops and
labiodentalization of fricatives and affricates in Kutep, whereby labialization results in a
bilabial after stops but a labiodental after affricates and fricatives, e.g. [batwap] "they
picked up" but [batgfak] “they sleep” and [basfa] "they kneel" (Ladefoged 1968:31,62),
can be reanalyzed as the spreading of [+strident] from the fricative or affricate to the labial
glide. The aspiration of word-final stops, not affricates or fricatives, in Sierra Popoluca can
be regarded as the release of an oral closure, which is inherent in affricates and fricatives,
and therefore has nothing to do with the second half of an affricate being [+continuant]. In
fact, there is no evidence whatsoever that affricates pattern with any other continuant
consonants (glides, flaps) except fricatives, and the fact that affricates are [+continuant] at
their right edge may be a phonetic artifact that accompanies the fricative release of
affricates. Thus, affricates and fricatives may form a natural class identifiable by some
stricture feature such as [+strident], as proposed in Jacobson, Fant and Halle (1952:24). In
other words, an affricate is simply a strident stop, and whether or not its second half is
continuant is a matter of phonetic detail. (See also arguments offered in Hualde (1988) and
Lombardi (1990) against the contour segment analysis of affricates.)
Since the contour segment analysis of affricates has many problems and since there
is no evidence that such an analysis is necessary, I will treat affricates as strident stops

specified with {-continuant] and [+strident].?

9 Since there is little evidence that affricates with different places of articulation may form a natural class in
phonological processes, more localized features may be needed to identify labial, coronal and dorsal affricates
respectively. However, for the purpose of the present study, I will not pursue this any further,
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2.1.3. Representation of other features

So far, I have discussed the organization of consonant and vowel place features and
the representation of affricates. As for the laryngeal features [stiff] and [slack] (=[-voice]
and [+voice]), [spread glottis] (for aspiration) and [constricted glottis] (for glottalization),
we notice that they are not contrastive in every language. In Nantong Chinese, for example,
the only contrastive laryngeéal feature is [spread glottis], whereas voicing and glottalization
are both predictable. |

A number of features that have been used in the literature are omitted in the above
discussion. These include [lateral], [pharyngeal], [anterior] and [distributed] among others.
None of these features is relevant for the phonological system of Nantong Chinese. I will
leave the scrutiny of the relevance and possible position of these features for future studies.

With all the relévant features discussed above, the segmental feature geometry
model I propose is illustrated below.

(33) Segmental feature geometry
Root

[continuant]
[Esonorant]

-place

[voice] [strident]

[tspread glottis] V]%
{constricted glottis!',/ ;"‘V—placc Height
[+ow]
[labiall / [dorsal]

[coronal]
[*anterior]

{high]
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22. Tonal features and feature geometry

2.2.1. Tonal features

In the early days of descriptive linguistics, various numerical systems were used to
represent tones. One such system is the famous "Chao letters”, first introduced in Chao
(1930) and used by students of Chinese linguistics to this day. In this system, numbers 1
through 5 are used to represent five pitch levels, with 1 being the lowest and 5 the highest,
as shown in (37a). Level tones are represented with two identical numbers if used on a
sonorant-final syllable or with one number on an obstruent-final syllable, also known as a
checked syllable. Contour tones are represented with two or three juxtaposed numbers,
which are underlined if used on a checked syllable. In practice, these numbers are often
accompanied with mock pitch contours drawn at a reference line, as shown in (34b).

(34) a. the Chao letter b. Mandarin tones represented with Chao letters

3 55 35 214 51
R N
The Chao letters are a convenient tool for annotating pitch values, but not suitable
for a system of distinctive features. Various attempts were made to represent tones in terms
of distinctive features. For example, Halle & Stevens (1971) use two segmental features
{stiff vocal cords] and [slack vocal cords] to represent tones, while Wang (1967) proposes
seven prosodic features: [contour], [high}, [central], [mid], [rising], [falling] and [convex].
Wang's system is too powerful to be of any use. Halle & Stevens' system, on the other
hand, is too constrained, since by using segmental features as tonal features, they fail to
account for the many observed cases of tone stability (cf. Goldsmith (1976), inter alia), i.e.
tones unaffected by segmental deletion rules or tones spreading independently of the
laryngeal features of the affected segments.
A very different model of tonal representation is proposed by Yip (1980). In this

model, a maximum of four tone levels can be represented with combinations of two binary
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features: register and tone. A contour tone is treated as a sequence of two tonal features
with opposite values. Since register is assumed to be constant over the syllable in Chinese,
the basic inventory of contour tones is restricted to include no more than two of any given
contour type.

(35) Level tones and contour tones in the Yip (1980) model

Register Tone
LH Risi
+ Upper + High (H) + Upper HL Faill:ng
~High @) &
+ High LH Risi
- Upper ———.gi - Upper one
- High (L) HL Falling

Yip's model is superior to previous models in a number of ways. By using two
rather than seven binary features, this model is much simpler and more constrained. And
by dissociating tonal features from segmental features, one is no longer obliged to bind
every tonal change to segmental alternations.

Despite its apparent advantages, Yip's model has been criticized for being vague
about the nature of register. Two recent works attempt to define this feature on articulatory
basis. Bao (1990:11) suggests that "the cricothyroid executes the register feature [stiff] and
the vocalis executes the contour feature {slack]", while Duanmu (1990:119) suggests the
opposite, that "voicing/register probably relates to the vocalis muscles and pitch to the
cricothyroid muscles”. These conflicting speculations are not substantiated by any phonetic
or phonological evidence, and neither adds anything new to the well-known fact that pitch
variation is jointly executed by a number of muscles including the cricothyroid muscles and
the vocalis muscles. More importantly, what is wrong with Bao's and Duanmu's meta-
theory is that they assume without argumentation (and incorrectly) that knowing the
articulatory facts immediately produces the phonological facts. In other words, perceptual

and functional questions are totally ignored.
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A real problem with the Yip model is its inability to represent more than four tone
levels, despite the fact that the maximal number of tone levels in a human language is
fivell,

The most indisputable and well-documented evidence for more than four contrastive
tone levels comes from the Gaoba Dong language reported by Shi et al (1985). This
language has five level tones (labelled 1', 2, 3, 5 and 6), three rising tones (labelled 1, 3'
and 5') and one falling tone (labelled 4). Following are the normalized pitch contours of
these nine tones.

(36) Pattern curves of Gaoba Dong tones in monosyllables (Shi et al 1985:343)
< %

//—h o
201
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6 —— *
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o \—. »
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Figure 5 - Level tones Gaoba Dong Figure 6 - Contour tones in Gaoba Dong
Amazingly, all tones in Gaoba Dong are contrastive, as can be seen from the
following chart of minimal pairs, where pitch values are indicated with the Chao letters.

(37) Tonal minimal pairs in Gaoba Dong (adapted from Shi et al 1985:337)

tall  catch mall  come
ta??2  build ma22  tongue
ta33  mountain forest ma33  soft
ta%*  pass ma#4 chew

10 Dihoff (1977;44£f) reports that the Nigerian language Chori has six surface tones with different pitch
levels. However, there is no acoustic data to show whether all six are level tones. In fact, since three of the
six tones are entirely predictable and derive from sequences of tones with different pitch levels, it is possible
that they are actually contour tones.
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ta%5  middle ma’3S chop

tal3  male mal?® ink

ta24  nail wa24  paint

ta%S  fish ma?5  vegetable

Aware of the need for representing five tone levels, Duanmu (1990) proposes a
model that allows for three voicing/register states and three pitch levels in each state, giving
“a total of nine tone levels" (p.120), as shown in the following diagram.

(38) Duanmu's (1990) tonal feature model
Lar Lar Lar Lar Lar Lar

PR

Pitch Pitch Pi(ch Pitcch  Pitch
[above] [below] [above]

[be ow] [above] [bc ow]

There is no way of knowing exactly what tone level each of the nice tonal feature
representations corresponds to, since, according to Duanmu, Register may be reflected by
voice quality and therefore the nine tone levels need not be nine pitch levels. To justify the
obvious overgenerativity of his model, Duanmu claims that “five out of nine is not an
unreasonable ratio, considering how few segments a language uses out of the entire known
inventory" (Duanmu (1990:121)). This is a very weak justification, because we are not
dealing with a segmental inventory, but with the gradation in a specific dimension — pitch
lcvél. If we could allow nine tone level contrasts while in reality there are no more than
five, then we might as well propose a theory which allows nine vowel height conwrasts
despite the fact that the actual number of contrastive vowel heights in any language is much
smaller.

A better way to solve the representational problem of the Yip model is to keep the

basic model intact and give it a reinterpretation. From the diagram in (35), it is clear that

Yip views each tone level as a sub-pitchrange. Now if we do away with this idea and
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instead regard each tone level as the target of pitch defined as the end points of each pitch

range, then, with four pitch subranges, we get five target points which represent five tone
levels.

To elaborate, let's say that within a given pitch range, which we call a register, high
tone corresponds to the highest pitch value and low tone to the lowest. Assuming in
mathematical language that subranges are closed intervals, we can say that the lowest value
of the upper subrange equals the highest value of the lower subrange. In other words, an
upper register L is equal in pitch value to a lower register H. Thus, a two register language
has three tone levels instead of four. To account for the fact that there are four tone level
and even five tone level languages, we further divide each register into two subregisters.
Thus, if either the upper register or the lower register is divided into two subregisters, we
get a four tone level language; and if both registers are divided into two subregisters, we
have a five tone level language. In a two tone level language, the entire pitch range is a
single register, which may be called the base register. These ideas are illustrated below,
where H' means extra high and L' means extra low.

(39) A reinterpreted tonal feature model

a. Two tone level language b. Three tone level language

H ~—H =H
upper reg
base reg —————LH =M
lower reg
L ————— L =L
c. Four tone level language or
UPPET Upper reg H =H H =H
upperreg ———— LH =H upper reg
lower upper reg
LH=M LH =M
lower reg lower reg %’:—:gg—:% LH=L
L=L L=L
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d. Five tone level language

H =H
_I‘EEPEL‘M LH =H
wer T
OWET UppeT Teg LH =M
upper lower reg

lowerreg ) ) LH=L
T I TE
ower lower reg L=L'

upperreg

For four tone level or five tone level languages, we use two features [tupper] and
[extra] to represent the subregisters, with the feature [+extra] referring to subregisters at
the extremities of the overall pitch range. Thus, [+upper,+extra] represents the upper upper
register, [+upper,-extra] represents the lower upper register, [-upper,-extra] represents the
upper lower register, and [-upper,+extra] represents the lower lower register. For three
tone level languages, the feature [extra] is imrelevant and hence unspecified. Notice there is
an inherent ambiguity in this model with regard to the representation of four tone levels,
since either the upper register or the lower register may be further divided. To eliminate this
ambiguity, we arbitrarily assume that unless there is evidence to the contrary, only the
upper register may be divided.

The model proposed above preserves all the merits of the Yip (1980) model, and in
addition, it can handle five and no more contrastive tone levels. Moreover, since more tone
levels entail more registers and greater structural complexity, this model predicts that the
greater the number of tone levels, the rarer the language, which is correct. Finally, the idea
that some tone letters have two feature representations (e.g. M = L{+upper] or H[-upper])
allows us to analyze certain tonal changes in a more natural way. For example, in the
Yuncheng dialect reported by Lii (1991), there are four lexical tones: ML, LM, HM and M.

Three tone sandhi rules are found in compound words, as shown below.
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(40) Yuncheng tone sandhi rules (adapted from Lii (1991))
ML M HM M
ML LMML ML.IM ML.HM MLM
M LMML MH.LM LM.HM LMM
HM HM.ML HM.LM ML.HM HM.M
M MML MIM M.HM MM

A number of tone sandhi processes can be extracted from the above data, One
process dissimilates the registers of two adjacent tones, so that underlying [-upper] LH
(=LM) becomes [+upper} LH (=MH) before another [-upper] LH, and underlying {+upper]
HL (=HM) becomes [-upper] HL (=ML) before another [+upper] HL. Following Odden's
(1987a) thesis that feature dissimilation should be analyzed as feature deletion followed by

automatic insertion of the opposite value of the deleted feature, this rule can be formalized

as follows.
(41) Register Dissimilation
(4] 4]
Tonal Tonal
[aupper] {aupper]

This rule is obviously an effect of the Obligatory Contour Principle (OCP). It predicts that
there are no tonal sequences with identical register feature in this language. In fact, there are
some apparent exceptions. First of all, before another [-upper] HL. (=ML), [-upper] HL
(ML) changes into a rising contour LH but remains {-upper] (=LM). The underlying
sequence ML.ML clearly does not undergo Register Dissimilation. We can account for this
assuming that this sequence first undergoes a regressive tone spreading rule formalized

below.
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(42) Regressive Spreading

c
To@al 'f‘&{xnal
{-upper] M
H L H PP L
Since there can be no more than two tonal nodes per syllable in this language, the output of
Regressive Spreading will be pruned by a structure preservation rule which deletes the first
tonal node of any syllable containing more than two tonal nodes, yielding the following

surface form.

(43) Final result of Regressive Spreading
o o]

Tonal Tonal Tonal

{-upper] L H {-upper] L

Since this structure contains an ambisyllabic tonal node and therefore does not satisfy the
structural description of Register Dissimilation, it does not undergo this rule.

The second set of exceptions include the lower register tonal sequences LM.ML and
ML.LM. Since the second tonal node of the first tonal contour and the first tonal node of
the second tonal contour are identical in both sequences, we assume that the two tonal

nodes are fused into one by OCP, as follows.
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(44) Tonal nodes fused by OCP
a. LIMML b. ML.LM
] 4] o c
ToMnal Tonal Tonal Tonal

Again, these structures do not satisfy the structural description of Register Dissimilation,

[-upper] |

L

and therefore they do not undergo this rule.

As for the M tone, which does not undergo or trigger any tonal process, we assume
that it is underlying unspecified for tone or register.

The process of register dissimilation is not an isolated instance. According to Yip
(1980), the Mandarin tone sandhi process which changes a low rising tone (214) to a high
rising tone (35) before another low rising tone also involves changing a lower register into
an upper register before another lower register. An interesting problem for Yip's analysis is
that in her tonal feature model, raising the register of the low rising tone LM will produce
an extra high rising tone HH' instead of the expected high rising tone MH that neutralizes
with the underlying high rising tone MH. There is no principled way to translate HH' into
MH. Of course, one could assume that the underlying high rising tone is in fact extra high
rising, yet this does not square with the phonetic fact that when uttered .in isolation, the
final pitch of LM (i.e. the 4 of 214) is not lower than the initial pitch of the putative HH'
(i.e. the 3 of 35), and it forces us to say that Mandarin has four tone levels when there is no
other evidence that this is the case. This is not a problem for the tonal feature model
proposed in this study, because in this model, a lower register H is the same as an upper

register L in pitch value.
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22.2. Tonal feature geometry

The analysis of register dissimilation as register feature deletion is possible only if
we assume that tonal features are not dominated by the register feature. Otherwise, deletion
of the register feature will necessarily cause the tonal features to be deleted as well, making
it impossible to preserve the basic tonal contour. Therefore, the proposal of Yip (1989a,b)
and Chen (1992) that register dominates tone needs to be reconsidered.!!

On the other hand, when the feature {fextra] is specified in a four or five tone level
language, it must be dominated by [tupper], since it has no interpretation without the latter.
We thus derive a tonal feature geometry as follows.

(45) Tonal feature geometry
Tonal

[tu
Fper [traised] (=H/L)

[Textra]

22.3. Tone bearing unit

The tone bearing unit has been assumed by many to be the mora. This hypothesis
leads to a number of theoretical problems. First, assuming that each mora may carry more
than one tone, there can be three distinct representations of a contour tone in a bimoraic
syllable, as shown below.

(46) Possible representations of contour tone in bimoraic syllable with mora as TBU

o o o
N AN N
B 1 u K H o
To|na1 To[nal To[rhlnal Tonal Tonal
N T A A

n Another prediction that follows tone-register independence is that register features may spread without
affecting the tonal features, e.g. LM becomes MH before MH. This prediction has not been attested yet.
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This implies that a language may contrast three rising tones (or falling tones) with exactly
the same pitch value but different onset time. Such a contrast has never been found to exist.
This problem cannot be solved by assuming that each mora may carry at most one tone, as
Duanmu (1990) suggests, because a short vowel, which is monomoraic, can carry a
contour tone. On the other hand, if we assume that the tone bearing unit is the syllable, then
no more than one representation per syllable is possible for any contour tone, as shown
below. No more ambiguity ekists.
(47) Representation of contour tone in bimoraic syllable with syliable as TBU
Y
Tc]nal Tcinal
L H

Based on this observation, I assume that the tonal node that dominates tonal
features is attached to the syllable node. I further assume that every syllabic segment is
underlyingly associated with a syllable node, which may be specified with an underlying
tone, as follows.

(48) Partial representation of an underlyingly toned syllabic segment
G

Torlnal/Ihlxal

i1
L | H
Root

2.3. Feature underspecification

If a phoneme is not specified in its underlying representation for features that are
present in its surface form, it is said to be underspecified. Phonologists differ on whether
phonemes must be underspecified a priori, but they do agree that if a predictable feature
gets in the way of an otherwise successful phonological operation, it must not be specified

in the underlying representation but should be filled in later by default feature specification
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rules. For example, Ao (1990) reports that in the Bantu language Kikongo, a suffixal

alveolar consonant becomes a nasal if the verb stem contains a nasal, as shown below.

(49) Kikongo nasal harmony
tu-kun-ini we planted cf, m-bud-idi I hit
ma-kin-unu it was planted cf. m-bul-ulu I was hit
tu-nik-ini we ground cf. n-suk-idi 1 washed
ma-nik-unu it was ground cf. n-sul-ulu I was washed

This nasalization process can be understood as the spreading of {+nasal] from the
nasal consonant in the verb stem to the coronal consonant in the suffix, as follows.

(50) Kikongo nasal harmony
[+cor,-str]

Place node
[+nas]

N
N
AY
Supralaryngeal node [ oo
If both [-nasal] and [+nasal] features are marked, then the spreading of [+nasal]

xesults in a violation of the ban on crossing association lines, as shown below.

‘51) Cross association line condition

[+nas] {-nas] [-nas] [-nas] [-nas] [-nas]

n i k i d i

Therefore, we assume that [-nasal] is not specified in the underlying representation.
An even more convincing case of underspecification exists in the following data.

52) Apparent counterexamples to Kikongo nasal harmony

tu-bing-idi we hunted cf. tu-meng-ini  we hated
tu-bing-ulu  we were hunted cf. tu-meng-ono we were hated
tu-kong-idi  we ted cf. tu-mant-ini ~ we climbed
tu-kong-olo  we were tied cf. wu-mant-unu it was climbed
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If non-nasals are transparent to nasal harmony, then the failure of the suffixes in the
left-hand column to undergo nasal harmony is unexpected. Again, this can be explained by
an appeal to underspecification. Since nasals are the only consonants that can immediately
precede another consonant, the [+nasal] feature for the [n] in [bing], [kong] etc. is entirely
predictable. Suppose this feature is underlyingly unspecified, then we can say that there is
no nasal harmony in tu-bing-idi etc., because there is no [+nasal] feature to spread, and
there is nasal harmony in tu-meng-ini etc. because the [+nasal] feature comes from the
stem-initial nasal and is not blocked by anything.

We have seen how important underspecification is for avoiding crossing association
lines and for deriving the correct surface forms of a language. We will see later that
underspecification is instrumental in accounting for both tonal and segmental alternations in

Nantong Chinese as well.

2.4. Moraic theory and representation of the syllable

Moraic theory deals with such phenomena as length and syllable weight. The model
of moraic theory to be used in this study is first introduced in Hayes (1989). This model
assumes that underlyingly long vowels are each associated with two moras, short vowels
and geminate consonants are each associated with one mora. Nongeminate consonants are
not associated with any mora underlyingly, but may be associated with one in the surface
as the result of "weight by position" (Hayes 1989) if they occur in the syllable coda. Thus,
an open syllable with a short vowel is monomoraic or light, and an open syllable with a
long vowel or a closed syllable with a short vowel is bimoraic or heavy. Following is the

moraic representation of these basic syllable types.

(53) Moraic representation of basic syllable types

Syllable tier o c

Mora tier / /L\ H /L\ H
\/ |

Root tier t o: t o k

In addition to representing vowel length and syllable weight, moraic theory is also
used to explain facts about gemination. Specifically, an ambisyllabic geminate consonant is
represented as a root node linked to the second rﬁora of the first syllable and to the syllable
node of the second syllable, as shown below.

(54) Geminate consonant in moraic theory

Syllable tier o c
Mora tier IR Lo
Root tier t o t o:

The moraic theory outlined above is adopted in this study to identify syllable peak,
onset and coda, and to account for several gemination processes. Yowel length is not
contrastive in underlying forms in Nantong Chinese: vowels are short in closed syllables
and long in open syllables. In surface forms, vowel length is potentially contrastive. As the
result of a morphophonemic rule, the coda obstruent [k] is deleted when followed by a
vowel or glide. In principle, the short vowel preceding the deleted coda obstruent should
contrast with its corresponding long vowel, as shown below.

(55) Potentially contrastive vowel length in surface forms
fphokjéy/ [ph8.j€1] "servant” vs /pbdjEn/ [phd:j£:] “anthropophobic”
fs6k.y/  [tsd.§:] "bamboo oil" vs /tsé.§/  [ts8:.y:] “extractoil”
/k6k.jEy/ [k6.j&:] “each person” vs /k8.jEy/ [ké:j§:] “"marry someone”
fedkjin/ [165.ji:] "potassiumsalt’ vs fiwSjin/ [te3:jii] “borrow salt”
fspkjEy [ef.j&:] "stubborn person” vs ficd.j€n/ {tey:j€:] “rescue a person”
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In reality, however, every non-final syllable is shortened in normal and fast tempo
speech. Therefore, the actual difference in duration between the derived short vowels and
the underlying long vowels in non-final open syllables is very small, and native speakers
usually do not detect any difference in vowel length, even though it is possible to deliberate
a contrast between short and long vowels in slow speech. Another relevant fact about
vowel length is the lack of any phonological rules in this language that refer to vowel length
or syllable weight. For these reasons, vowel length will not be addressed in this study.

As far as the representation of the timing units that comprise a syllable is concerned,
the CV Theory developed by Clements and Keyser (1983) is just as good as the moraic
theory. Although I have chosen the moraic theory to represent positions in the syllable,
such as onset and coda, and to represent geminate consonants, every one of these moraic

representations can be converted to a CV representation without any negative consequence.

2.5. Merrical theory and the prosodic hierarchy

Metrical phonology handles the rhythmic alternation of stress, which is indicative of
the prosodic organization of segments into prosodic units such as syllables and metrical feet
etc. There is evidence that the prosodic structure plays an important role in conditioning
phonological processes in various languages, including Nantong Chinese. According to
studies in metrical phonology, a syllable may be strong or weak, depending on its position
in a metrical foot. Each strong syllable heads a metrical foot, which may contain any
number of weak syllables. If the strong syllable is the leftmost in the foot, then the foot is
trochaic, or left-dominant. If the strong syllable is the rightmost, then the foot is iambic, or
right-dominant. If the number of syllables in a foot is fixed, then the foot is bounded;
otherwise, it is unbounded. A bounded foot can be unary, binary or ternary depending on
the number of syllables it contains. A foot is quantity sensitive if the stress on the strong

syllable it contains is sensitive to syllable weight; otherwise, the foot is quantity insensitive.
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Just as syllables can be grouped into a metrical foot, so can metrical feet be grouped
into a phonological word. Similar to the metrical foot, the phonological word may also be
bound or unbound, left-dominant or right-dominant, etc.

Prosodic constituents larger than the phonological word include phonological
phrases, intonation phrases and utterances. These prosodic constituents, along with
prosodic constituents at lower levels, form a prosodic hierarchy, which is illustrated as
follows in Selkirk (1978).

(56) The prosodic hierarchy 2 la Selkirk (1978)
utterance
intonaﬁoln phrase
phonologilcal phrase
phonologlica] word
metriclal foot
syllllble

There have been two models for representing the prosodic structure above the level
of the syllable. One model may be referred to as the tree model, which is first proposed by
Hayes (1980). In this model, the relationship between prosodic constituents at different
levels is indicated with association lines, as exemplified below.

(57) A tree representation of prosodic structure

Phonological word /m\
s w
Syllable tier e o &
mét al  lur gy
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The tree model is abandoned by many recent studies in metrical phonology, such as
Prince (1983) and Halle & Vergnaud (1987), among others, in favor of a grid model,
which represents the degree of stress with stacked grids and the relationship between
different prosodic constituents with parentheses or brackets at different levels. For
example, the prosodic structure shown above can be represented in Halle and Vergnaud's
(1987) model as follows.

(58) A grid representation of prosodic structure

line2 (x - - )

linel (% -)(* -)

lineO (*)(*)(*)(*)

mét al lir gy

Both the tree model and the grid model represent a dominance and membership
relationship between adjacent layers of prosodic constituents, e.g. all syllables dominated
by a foot are members of that foot. An apparent advantage of the grid model is the
elimination of illicit representations such as multiply dominated constituents (59a) and

multi-layered embedded structures between adjacent layers of prosodic constituents (59b),

which can be represented with the tree model.

(59) Mlicit metrical trees
a. Multiply dominated structure b. Multi-layered embedded structure
¢ ¢ ¢
G O G G O

However, like every other theory, the metrical theory is constrained with its own axioms.
The most important is the Strict Layer Hypothesis proposed by Selkirk (1984, 1986),
which is intended to enforce the well-formedness of metrical trees, as shown below.

(60) Strict Layer Hypothesis
a. A given nonterminal unit of the prosodic hierarchy, XP, is composed of one or
more units of the immediately lower category, XP-1.
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b. A unit of a given level of the hierarchy is exhaustively contained in the

superordinate unit of which it is a part.

Given that no intermediate nodes are allowed in a metrical tree between adjacent
prosodic levels, and that every daughter constituent is exhaustively included in her mother
constituent, the tree model »and the grid model become notational variants. To conform to
structural representations in other components of nonlinear phonology while avoiding the
clumsiness of Hayes's tree model, I shall follow Lerdahl and Jackendoff (1983), Beckman
(1986), Hammond (1986) and Goldsmith (1990), among others, and adopt the "head-
marked notation” which places a mother node above her head constituent, links the two
with a vertical association line, and links the mother node with her non-head constituents
with slanted association lines, as shown below.

(61) The head-marked notation of prosodic structure

Phonological word 0{)\
Metrical foot T\ "?\
Syllable tier (4] c

c o
mét al  lur gy
2.6. Summary
In this chapter, I have proposed a new model of segmental place feature geometry,
and a new model of tonal feature and feature geometry. Both models are more constrained
than some existing models, and more adequate in their descriptive and explanatory power
than others. I have also discussed the representation of contour segments, the notion of
underspecification, and theories of prosodic phonology. All these theories, models and
notions are instrumental for the analysis of the phonological system of Nantong Chinese to

be presented in the rest of this study.



CHAPTER Il THE UNDERLYING SOUND INVENTORY

-3.0. Introduction

The underlying sound inventory refers to the inventory of sounds that are used to
construct utterances before any phonological processes take place. Unlike traditional
distributionalists, whose main interest in linguitic analysis is to classify speech sounds on
distributional grounds into contrastive units (i.e. phonemes), we analyze the phonemic
status of speech sounds based on their morphophonemic alternations, not just on their
distribution. In this view, an underlying sound is the same as its surface realization, unless
there is morphophonemic evidence to the contrary. Distributional facts alone are not
considered to be sufficient grounds for treating distinct surface sounds as variants of the
same underlying sound. This point will be further discussed in section 3.1. The rest of this
chapter will be divided into four sections. Section 3.2 deals with consonants, section 3.3

with vowels, section 3.4 with tones, and section 3.5 with phonotactic constraints.

3.1. Against the distributionalist approach to phonemicization

Early studies of Chinese language phonemicization, such as Hockett (1947) and
Chao (1968), inter alia, were heavily influenced by the American distributionalist tradition,
according to which sounds that are in contrastive overlapping distribution are classified as
different phonemes, and those that are not in such distribution are usually considered
variants of some other phonemes. For example, in Mandarin (Peiping) Chinese, the
alveopalatal consonants [t 8 ¢] occur before high front vowels [i] or [y], but not before

any other vowels. In contrast, the alveolar sibilants [ts tst s] and velar obstruents [k kb x]
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never occur where the alveopalatals do but do occur where the alveopalatals do not, as
shown in the following table.

(62) Distribution of alveolars, alveopalatals and velars in Mandarin Chinese

tc tgh ¢ ts tsh s k K b's
i tei  tghi ¢i - - - - - -
A A
u - - - tsu  tshu  su ku khy xu
a - - - tsa tsha sa ka kbg Xa

Based on the distribution of these consonants, traditional studies in Chinese
phonemic analysis treat the alveopalatals as allophones of the velar obstruents or the
alveolar sibilants. There are a number of problems with this.

One problem with the distributionalist approach to phonemic analysis involves the
non-uniqueness condition first noted by Chao (1934). For example, since the Mandarin
alveopalatals are in complementary distribution with the velars, one might assume that they
are allophones of the velars, so that surface {tci], {tcy] etc. are underlyingly /ki/, /ky/ etc.
However, since the alveopalatals are also in complementary distfibution with the alveolar
sibilants, one might also assume that they are allophones of the alveolar sibilants, so that
surface [t¢i], [tey] etc. are underlyingly /si/, fisy/ etc. Since the putative derivation of the
alveopalatals is motivated by their distribution but not supported by any morphophonemic
alternation, it is not possible to determine which analysis is correct. As a result, there can
be no unique underlying representation of morphemes containing alveopalatals. Such a
condition is undesirable, because it implies that phonological representations could be
arbitrarily determined, and thereby undermines the validity of phonemic analysis. We can
avoid this condition by assuming that the alveopalatals are underlying, not derived.
Obviously, doing so would require a departure from the distributionalist tradition.

Another problem with the distributionalist approach to phonemic analysis is the
excessive abstractness it leads to. When surface phonetic forms are treated on purely

distributional grounds as deriving from some phonetically distinct underlying forms which
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neither surface nor trigger any morphophonemic processes, it is impossible to find out if
such alleged underlying forms ever existed at any level of the linguistic representation, and
it is also impossible to find out if the rules that are supposed to derive these surface
phonetic forms from their alleged underlying forms are psychologically real, i.e. if they are
part of the synchronic grammar. For example, there is no way of knowing whether the
alleged underlying forms /ki/ and /ky/ (or /tsi/ and fesy/, for that matter) of surface [t¢i]
and [tey] are indeed part of the underlying representation, and whether the change from &/
(or /ts/) to [tc] is a real synchronic phonological process. Such abstract and unverifiable
underlying forms and derivational rules should be eliminated from any phonological
representation intended to reflect the synchronic grammar which is part of the native
speakers' linguistic knowledge.

One motivation for the distributionalist approach to phonemic analysis appears to be
the possibility to produce a smaller phonemic inventory. For example, if the Mandarin
alveopalatals [t tgh ¢] derive from underlying velars /k kb x/ or alveolar sibilants /ts tsh s/,
and are therefore eliminated from the phonemic inventory, then the inventory is smaller by
three. Presumably, a smaller inventory is easier to learn and is hence better than a larger
inventory. However, under this analysis, the underlying forms of morphemes containing
alveopalatals also become abstract, because they are different from their surface forms. An
abstract phonemic system is harder to learn than a concrete one. Thus, as far as learnability
is concerned, whatever benefit the smaller size of a distributionally motivated phonemic
inventory may bring about is offset by its greater degree of abstractness. Therefore, there is
nothing to be gained with the distributionalist approach.

Another motivation for the distributionalist apf)roach seems to be its capability to
account for distributional gaps. For example, assuming the Mandarin alveopalatals derive
from underlying velars or alveolar sibilants before front high vowels, we can explain why

velars and alveolar sibilants do not surface before high front vowels, because they become
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alveopalatals. However, such an explanation is possible only if we assume that there exists
an abstract rule that changes the velars or alveolar sibilants into alveopalatals. At times,
such explanations can be very difficult even with the recognition of abstract rules. For
example, the rounded front high vowel [y] never occurs after a labial consonant (e.g.
*[py]) or an alveolar obstruent consonant (e.g. *[ty] but [ly]), but the unrounded front
high vowel and the back high vowel do follow these consonants (e.g. [pil, {pu], [ti]
[tu]). Are we to say that the rounded front high vowel becomes unrounded or back in these
environments? Now consider the non-occurrence of any front high vowel after the
labiodental [f], (e.g. *[fi] and *{fy] but [fu]). Are we to say that both front vowels become
back in this case? The point I am trying to make here is that such abstract rules are not only
difficult to verify, but also extremely powerful and unprincipled.

A more straightforward and concrete way to express the phonotactic constraints in a
language is possible with the use of positive or negative filters, such as those used quite
extensively in Ito (1986). Thus, we can have a filter stating that a sequence is ill-formed if
it contains a labial consonant or a coronal obstruent followed by a rounded front high
vowel. We can have another filter stating that a sequence is ill-formed if it contains a
strident consonant (i.e. [f] and [ts tst 5]) followed by a front high vowel. To explain the
distributional gap between the alveopalatals and the alveolar sibilants and velars, the only
other filter we need is one that states a sequence is ill-formed if it contains a velar consonant
followed by a front high vowel. Now that distributional gaps can be expressed more
straightforwardly with the use of filters, the second motivation for the distributionalist
approach to phonemic analysis also becomes untenable.

In the following analysis of the Nantong sound system, every underlying sound is
assurmed to be the same as its surface realization, unless there is morphophonemic evidence
to the contrary. For example, what traditional distributionalist phonologists treat as

consonant glide sequences, e.g. /pj/, Aj/, /kj/, [kw/ etc., are analyzed as consonants with
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secondary articulation, i.e. /p¥, /B, /ts/, /k¥/ etc., because there is no morphophonemic

evidence that there is such a thing as medial glide in this language. To avoid confusion with
the traditional distributionalist notion of phonemicization, I shall refer to the phonemic

inventory derived this way as the underlying sound inventory.

3.2. The consonants
3.2.1. Underlying consonants and their surface phonetic characteristics

There are 38 underlying consonants in Nantong Chinese, as shown below.

(63) Underlying consonants (38)

wa] sl o, ] e
unaspirat unround] P p t t k
stop round kY
aspirate unround| | pB| & oh K
round ke
unaspirat unround ts tf %
affricate round wY
aspicate unround tsh i G
round g™
fricative unround| f s ! c x
round 1 x~
nasal unround] m m| n o ]
lateral unround 1 Y
. unround| v ]
glide round w |

The phonetic value of most consonants in the above chart can be inferred from the standard
interpretation of the IPA symbols that represent them, In addition to these 38 consonants,
there is also a glottal stop in the surface, which alternates with the velar stop [k] when
followed by a sonorant onset of a toneless syllable, which will be discussed in chapter IV.
With regard to the other consonants, we notice that the coexistence of postalveolars

{tf ¢t 5] and alveopalatals [tg teb ¢] in one language is quite rare cross-linguistically. The
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postalveolars are like those in English, but with a little retroflexion. The alveopalatals, on

the other hand, are like those in Mandarin Chinese. These two sets of sounds are different
both articulatorily and acoustically. The following palatograms show that the area of contact
between the tongue and the palate is greater with alveopalatals than with postalveolars.!
The alveopalatals are produced with the tongue body raised against the palate, so that the
tongue tip is behind therlower teeth, whereas the postalveolars are produced with the

tongue blade raised against the front part of the palate, so that the tongue tip is away from

the lower teeth.

(64) Palatograms of postalveolar and alveopalatal
I

Figure 7 - Palatograms of postalveolar and alveopalatal

The acoustic difference between these two sets of consonants is evident from the
following averaged power spectra (average intensity (in dB) against frequency (in kHz)
during the two fricatives) obtained with a DSP Sona-Graph Model 5500 speech analyzer.
We can see that the peak intensity is about 3200 Hz for [[] but about 5000 Hz for [¢], and
there is a sudden decrease in intensity at about 4500 Hz in the power spectrum of [f] but
not in that of [¢]. Also notice that the F2 value of [f] (3200 Hz) is much lower than that of
[¢] (4000 Hz). The lower F2 value of [f] is partly due to the lip rounding that accompanies
and negatively enhances the non-palatality of [[].

1_These palatographs are obtained by painting the tongue with a mixwure of charcoal powder and vegetable
oil and then photographing the impression the tongue leaves on the palate after pronouncing each sound.
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(65) Average power spectra of postalveolars and alveopalatals
ul fel
A

\ AN

\ LA

v \J A

N

0 (kHz) 16 0 (kHz) 16

Figure 8 - Average power spectra of postalveolars and alveopalatals

3.22. Feature representation of the consonants

Based on their manner of articulation, the 38 consonants can be divided into the
following six major classes.

(66) Major consonant classes

stops: pptplpititeh g ok kb kv k™h
affricates: ts tsh tf tff &g tgh o epvh
fricatives: fsfeeg"xx”

nasals: mminnig

liquids: 18

glides: UWjy

These six classes can be differentiated with the features [+sonorant], [Xcontinuant]

[strident] and [nasal], as follows.

(67) Feature representation of major consonant classes

stops affricates fricatives nasals liquids glides
Root Root Root Root Root Root
[- {I [-scél%id] [’Soﬁl [+s$sal] [+s<4l [+s<£t
[-cont] [-cont] [+cont] [-cont] {-cont] [+cont]

Since sonorant consonants are always voiced and obstruent consonants always

voiceless, the feature [+voice] need not be specified; and since the only glottal sound
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occurs in a prepausal syllable coda, the feature [constricted glottis] need not be specified,
either. The only contrastive laryngeal feature is [+spread glottis] (henceforth [Espread]), as
shown in the minimal pairs [ta] "silly” vs [tbd] “fetus”, [tsa] "plant” vs [tshd] "guess",
[61] "low" vs [tB1] "ladder” etc. Of the 20 plosives, 10 are [+spread] and 10 are [-spread].

According to their place of articulation, the 38 consonants can be divided into the
following nine groups.

(68) Supralaryngeal consonants with different places of articulation

labials; pptmfu
alveolars: tthnltststs
postalveolars: tfeh
alveopalatals: toghe j
velars: kkbxg
palatalized labials: pPprmd

palatalized alveolars: i gt nd Y

labialized alveopalatals: o™ ™8 ¢¥ i

labialized velars: k" k" x" w

Of the nine places of articulation, the first five are represented as follows.

(69) Feature representation of major places of articulation

labial alveolar postalveolar  alveopalatal velar?
C-place C-place C-place C-place C-pllacc
Vo<::a1ic Vo<|:alic
V-p|lace V-place
[labial] {dorsal] {dorsal]
[coronal] [coronal] [coronal]
(+anterior] [-anterior]

Palatalized labials and palatalized alveolars both have the secondary place feature
[coronal] specified in addition to their respective primary place features, as follows.

2 This represents a surface velar consonant. There are good reasons to believe that plain velar consonants are
underlyingly unspecified for place features, because the only segments that may occur in a syllable coda are
velars. This will be discussed later in this chapter.
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(70) Feature representation of palatalized consonants

palatalized Iabial palatalized alveolar
7[\ C-place
c Vocfahc'
[lablal] °‘fah V-place
[dorsal]
[coronal} [coronal]

Similarly, labialized alveopalatals and labialized velars have a secondary place
feature [labial] specified in addition to their respective primary (and secondary) place
features, as shown below.

(71) Feature representation of labialized consonants

labialized alveopalatal labialized velar
C-place C-placc

| I
Vocalic
Voo
habia.l] habxal]

[dorsal] [dorsal]
[coronal]

3.3. The vowels
3.3.1. Underlying vowel and their surface phonetic characteristics
There are 22 surface vowels, as shown in the following chart.

(72) Surface vowels (22)
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Each of the seven nasal vowels [i y ¥ ¢ ¢ £ 2] behaves like a Vg sequence in

causing the onset sonorant of a following toneless syllable to become [g]. Furthermore, the
oral counterparts of these nasal vowels never surface before a coda nasal . For these
reasons, the nasal vowels shall be analyzed as Vg sequences in chapter IV. As a result of
this analysis, there are 15 underlying vowels, as shown in the following chart.

(73) Underlying vowels (15)

NN S

[ -] 0o

2

N

As we can see, this language is extremely rich in high vowels. The common ones

are the front unrounded [i], the front rounded {y], the central unrounded [i] and the back
rounded [u]. These vowels have similar F1 values, meaning they are produced with similar
tongue height, but have distinct F2 values: 2200 Hz for [i], 2000 Hz for [y], 1700 Hz for
[i] and 900 Hz for [u] for this speaker (myself). Following are the spectrograms of these

four high vowels.

(74) Spectrograms of the four common high vowels
i b4} {i] [u]

Figure 9 - Spectrograms of four common high vowels
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In addition to the four common high vowels, there are four rare "fricative" vowels
(3], [3], [8] and [7]. These vowels sound exactly like what their transcriptions indicate, i.e.
[3] is a syllabic [3], [3] a syllabic [3] (labialized {3]), [] a syllabic {p] and [7] a syllabic
{z]. The last sound is also found in Mandarin and many other Chinese dialects, often
referred to as an apical vowel and transcribed with the symbol [1]. The palatograms below
show the articulatory difference between the fricative vowel [3] and the plain front high

vowel [i]. Notice how they resemble those in (64), i.e the palatogram of [3] is like that of

[f1, and the palatogram of [i] is like that of [¢].

(75) Palatograms of [3] and [i]
(3]

Figure 10 - Palatographs of [3] and [i]
Following are the spectrograms of the four fricative vowels.

(76) Spectrograms of the four fricative vowels
#y  [3] (b]] [z] (gl

RN

Figure 11 - Spectrograms of four fricative vowels

In the above spectrograms, the F1 value is about 280 Hz for [3], [3] and [2]. This
shows that these vowels are all high vowels. The F2 value is about 1500 Hz for [3] and
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1300 Hz for [3] and [z], suggesting that these are central vowels. The F1 value for [g] is

very difficult to determine, because it is often blended into F0. The F2 value for [g] is
about 1100 Hz, which shows that this is a back vowel. The lack of a well-defined formant
structure of the vowel [g] is probably due to the narrow lip closure blocking most of the
resonances in the oral cavity and to the lack of a resonator prior to the labial constriction.

In addition to formant energy at the F1 and F2 values noted, we see that with the
vowels [3] and {7] there is a huge amount of energy concentration in the higher frequency
region (between 2500 Hz and 4000 Hz for [3] and between 5000 Hz and 7000 Hz for [7].
respectively). This indicates that there is strong frication. With the vowel [3], the overall
energy level is lower due to lip rounding, though there is a moderate energy concentration
between 2000 Hz and 3200 Hz. With the vowel [p], on the other hand, there is no high
frequency energy concentration. This is typical of sounds madé with a labial constriction,
because of the lack of any resonator prior to the constriction. The extremely low overall
energy is all concentrated at the lowest end of the spectrum, which is probably due to the
narrow labial closure that masks much of the resonances in the oral cavity.

A phonetic detail about the vowel [g] is its exact place of articulation. This vowel is
bilabial if preceded by a bilabial or a velar, labiodental if preceded by a labiodental, and half
way between bilabial and labiodental, with the upper teeth touching the upper inside of the
lower lip, if preceded by an alveolar. Such a variation is phonetically interesting but
phonologically insignificant, since the difference between labiodental and bilabial is not
involved in any phonological contrasts or phonological processes in this language.
Therefore, this variation will not be further pursued in this study.

In addition to the fricative vowels, the retroflex vowel [+] is worth mentioning. It is
similar to the retroflex vowel in English, except that with the Nantong [2] the jaw is lower

and the tongue tip is raised higher and further back. This vowel has prominent F1 and F2
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with an average value of 600 and 1500 respectively, and a weak F3 at about 2000 for this

speaker. Following is the spectrogram of this vowel.
(77) Spectrogram of the retroflex vowel
(H2) [>]

Figure 12 - Spectrogram of the retroflex vowel
With the exception of the fricative vowels, the retroflex vowel and the low central
vowel {a], all vowels may occur before the coda nasal [g] underlyingly. However, only [i]
or [3) may surface before the coda nasal, while all other other vowels that precede the coda
nasal underlyingly (i.e. [i], [¥], [ul, [e], [0}, [€] and [5]) surface as nasal vowels, with the
coda nasal deleted. ‘This will be discussed in greater detail in chapter IV,

3.3.2. Feature representation of the vowels

When followed by a coda nasal, the central vowels [i] and [a] behave differently
from other vowels in a number of ways. They fail to merge with the coda nasal to become a
nasal vowel (e.g. /tig/ > [ti] but iin/ + *[t{]), and they fail to trigger deletion of the
coda nasal followed by a retroflex vowel (e.g. /tig.a/ > [t11.4) but tg.a/ » *[ti.4]). In
order to account for these processes, we must assume that the central vowels are not
specified for vowel place features, i.. they lack a V-place node.

Given the above assumption, and with the place feature geometry model discussed

in chapter II, the four common high vowels should be represented as follows.
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(78) Feature representation of common high vowels
[i] Iyl [i] {u]
Root Root Root Root
[+sﬁl[}cont] [+s<ﬁhcom] [+so/n]I\[-wont] [+son]| [+cont]

C-;‘lacc C-place C-rl)laoc C-place
VO& Vocalic Vo% VO&
Venlace Hejght V-tlace Height Hclight Venlace Hc|ight

T [+high] [labial] |  [+high] {+high] ([labial] [+high]
[dolrsall [dolrsall : {dorsal]
[coronal] [coronal]

The mid vowels [e s o] are represented with the respective place features of [i i u], with
the height feature changed to [-high]. Similarly, the low vowels [ a 2] are also represented
with the respective place features of [i i u], with the height feature changed to [+low].

The four fricative vowels are essentially sonorant fricatives. Their articulation does
not involve any vowel-like lingual gestures. Therefore, they should have the same place
feature specification as their non-sonorant counterparts, i.e. [3] and [3] are postalveolar
vowels, {7] is an alveolar vowel and [g] is a labial vowel. Following are their feature
representations.

(79) Feature representation of fricative vowels

(3] (3] fz] (g
Root Root Root Root
PN
[+so/n][[\4cont] [+so/n]chom] [+so/n]l}com] [+son]| [+cont]
C-place C-place C-place C-place
Volcalic
V-place
[coronal} [coronal] | [coronal}
| Qabial] l [1abial]
[-anterior] [-anterior] [+anterior}]

Finally, based on our discussion of retroflexes in chapter II, we treat the retroflex vowel as

a coronodorsal vowel, as shown below.
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(80) Feature representation of the retroflex vowel [«]
Root

[+son}| [+cont]
C-place
Vogalic

V-place
{coronal] l
[dorsal]

3.4. The tones
3.4.1. Underlying tones and their surface phonetic characteristics

There are five underlying tones in Nantong Chinese. They include two level tones L
and H, two rising tones LM and MH, and a falling tone HM, as shown below.

(81) Underlying tones in Nantong Chinese
L e.g. /th1/ “ladder" IM e.g /ihY/ "ground”
H e.g. /tt1/ "body" MH e.g /i"i/ "raise"
HM eg. i/ "go"

We transcribe the three tone level primitives , M, Las 'L, ['L "], respectively.
And we transcribe a sequence of tonal primitives (e.g. LM) which represents a contour tone
as a combination of these tonal diacritics (e.g. *). Following are narrowband sprectrograms
of the five underlying tones found in monosyllabic words uttered by this speaker. Notice
that L and LM are realized as ML and MLM respectively in this environment.
(82) Narrowband spectrogram of surface forms of five underlying tones

= ™

—— _—

ML =L MH H HM MLM =1M
[t83] fehi] {thi] {thi] [ch1]
!lladdcr" "raiscll l|body|| llgo" "g!'OUn "

Figure 13 - Narrowband spectrogram of surface forms of five underlying tones
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Ignoring the initial segmental perturbation and the final trailing toward the mid pitch

level in some cases, we get the following mean pitch values (in Hz) from five tokens of

each of the five surface tones at the start point, mid point and end point respectively, the
mean duration (in milliseconds) of each contour, and the standard deviation of each value.

(83) Mean pitch value of surface tones

Tone StartPoint  Mid Point End Point Duration
Sample word letter Fo(Hz) SD  Fo(Hz) SD  Fo(Hz) SD Dur.(ms) SD

(1] ‘“ladder® ML 1500 3.6 1233 7.3 1110 45 2312 17.7
(%] ‘"raise” MH 1383 7.4 1510 8.2 - 2025 5.4 315.6 185
(il "body" H 199.8 3.1 199.5 2.3 2008 1.9 2644 142
[c41 "go" HM 2235 5.2 180.0 42 1148 5.8 2306 11.6
[t¥] “"ground” MIM 131.0 9.7 104.8 53 1315 4.9 448.1 29.3

It seems from these measurements that the target values of the thrce tone levels L, M and H
are about 110, 140 and 200 respectively for this speaker in this overall pitch range.

Of the five underlying tones, L and LM are the most variant. In addition to its
word-final surface form ML, underlying L may surface as M in non-final positions. Andin
addition to its prepausal surface form MLM, underlying LM may surface as M, MH, ML
etc. These alternations will be discussed in chapter V.

All the tonal contours and their measurements and variations shown above occur in
sonorant-final syllables. Two of them, HM and LM, also occur in obstruent-final syllables,
where they surface as HM and H3 respectively in prepausal positions, as shown below.

(84) Surface forms of HM a.pd LM in prepausal positions

HM &4
[thi2] [th1?2]
"imn" llenemyll

Figure 14 - Narrowband spectrograms of HM and H in prepausal positions

3 These tonal primitives are underlined to indicate their short duration.
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The same kind of measurements as those shown in (83) can be made for these tonal

contours, as shown below.

(85) Mean pitch value of surface tones in obstruent-final syllables

Tone Start Point Mid Point End Point Duration
Sample word letter Fo(Hz) SD Fo(Hz) SD  Fo(Hz) SD  Dur.(ms) SD

[¢d2] "iron" HM 2065 6.8 1723 54 1380 4.0 99.4 84
[t?i?] "enemy" H 223.5 6.7 2302 6.7 2369 6.7 100.6 13.3

The supposition that surface H derives from underlying LM is based on the fact that
it alternates morphophonemically with other surface forms of underlying LM (i.e. MH and
M), for example, [sé2] "ten", [sés.s3] "thirteen", but [s£.j1?] "cleven”, [s¢.vfi] "fifteen”.
These alternations will be discussed in more detail in chapter V.

Traditional Chinese phonologists divide Middle Chinese tones into four categories:
level, rising departing and entering. Each category is divided into two subcategories yin
and yang. The yin subcategories cooccur with voiceless onset consonants and the yang
subcategories with voiced onset consonants. The reflexes of these tonal categories in
Nantong Chinese are shown as follows.

(86) Reflexes of Middle Chinese tonal categories in Nantong Chinese

level yin LML) w1 ‘“ladder" yang MH i “raise"
rising yin H tti  "body" yang LMMLM) 1 “brother"
departing yin HM t1  “shave" yang LMMLM) tff "ground"
entering yin HM M) 2 “iron" yang LMD 2 "flute”

3.42. Feature representation of surface tones

With the tonal feature model discussed in Chapter II, the five underlying tones can

be represented in feature geometry as follows.

(87) Feature representation of underlying tones

L H IM MH M
o o o o /G\
T0l|1a1 Torllal Tonﬁrrxl Tona(%rl Torlxal Tor|1a1
NN N R e
[-upper] {+upper]  [-upper] [+upper]

Notice that under the assumption that there is one register per syllable, only the first
tonal node of a contour tone is specified for register. This is because in order to account for
a process that changes an underlying LM into a surface H, there must be a rule that fills the
second tonal node with the default register feature [+upper] after the first tonal node is
deleted. If both tonal nodes are specified with [-upper], then deleting the first tonal node
will not result in a registerless second tonal node, and therefore we must forcibly change
the register feature on the second tonal node from [-upper] to [+upper], which is against the
tacit principle that features may be spread, deleted or specified by default, but may not be
arbitrarily changed. Also notice that the falling tone HM has no specification for register.
This is necessary because it does not pattern with either upper register tones or lower
register tones with regard to tonal processes that refer to register features, and it is possible
because HM is the only underlying falling tone in this language. In any case, a tonal node
that has no register specification will receive one by register default if there is no register
specification in the syllable or by register spreading if there is register specification on at

least one tonal node in the syllable. These processes will be discussed in chapter V.

3.5. Phonotactic constraints
3.5.1. Distributional gaps of the underlying sounds

The canonic syllables in Nantong Chinese are V, VC, CV and CVC. If the 38
underlying consonants and 15 underlying vowels could combine freely, we would expect

to find 15 +2 x (38 x 15) + (38 x 15 x 38) = 22815 syllables. In reality, there are only 400
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possible syllables, most of which are shown in the following table, where the symbol(s) at iyisszzpucoasoaigy)upey ogegog ig oy ik yk ok ek ok ak
the intersection of each onset in the left-hand column and each rhyme in the top row th 3
indicate a possible syllable and its surface vocalism. Underlined symbols represent ol ® €y ok
. 1 3 eg ak
syllables used only in loan words, italicized symbols represent those used only in & y e a0 g eq ap ik yk ok
interjections, and underlined italicized symbols represent those used only in onomatopoeia wh oy e 8o igyg eq ag ik yk ok
(cf. Appendix I). € Yy e 99 igyp eq ag ik yk ok
28 Possi binati ¢ underlyi q 1 j g 99 aig en €1 ig ag ik ek 2k
( 8') os§lblccom inations of under ymg consonants and vowels . ok ek ok ak v e o a og g 9 ok ek ok 2k
1yz3;zpueoaaa1gygugegogegogxgagxkykoeoa . e o a og-eq 2 ok ok gk
gy 332 eo oa Yo ug €g 3g y ok ok ¥ e o a og €n of ok ek ok 2k
f B ¢ o9 €9 29 %0 ° ek ° te¥ e o a oy €9 i ok
v e @ €0 ) € tehv e of €4 ig ok €k
w o of a1 ok ok - .
i X . ¢ gk ¢ e a og €9 o8 ig ok €k
P 3 pueod oalig ug og € oy iy ag ik ok €k 2 q e o op g ig ok sk
e 3 pueoa alig ug on €g oy ig op ik ok sk ok ak
m 3 ue oa aig u ogegogigoeg ik ok ek ok In addition, there are four more syllables: 2, ta, kuk, t/ik.
tiy pue 22aigys og €y og ig ag ik yk ok ek ok 2K Since the number of well-formed syllables is much smaller than that of logically
t i i i ik yk ok ek ok . . T
f pueos @ fg % ©8 €0 20 0 30 1 yk ok ek ok 2k possible syllables, there are obviously many distributional gaps.
niy 3 ue o3 daigyy og € 24 ag ik ok €k ok
1iy gueoaosaigys og €y og ig ey ik yk ok ek ok 2k In addition to restrictions on possible consonant-vowel combinations, there are
ts zpueoca a of €4 39 ag ok ek ok 2k restrictions on possible tone-syllable combinations, as shown in the following data.
tsh k ok . . .
s *pucos 2 ©9 € 29 29 Ot ek Ok 2k (89) Possible combinations of tones and syllables
Z tpueocs 4 °g €9 20 °0 okskok“ p t k ts p B @& st s x m n 1 g |§
" pueos 2 Y9 o0 €9 op 30 °k "k °kﬁ IM - - - - pi% % kid sty s3 x3 m3d a3 13 g3 3
pueos 2 “  cgep o0 30 °k ek °k IM - - - - phk thok Kibk tshék sék xék mék nék 16k gok jok
x gueocaoad “g  cgEgen 20 °k ek. °k MH - - - - pt5 5 kbE st s5 x5 m$5 n§ 185 g8 j8
0 veos = 0 €020 ok &k 2 H pé t5 ké tsé phe th kb5 eshs s§ x5 md ns 18 g5
t
jfﬁ 32 0 L pd 3 k3 ts3 pi ¢ KB i3s3 x3 md a3 B pd
4
33 0 HM p§ t§ k8 tsé pts 5 ki3 st s§ x5 - - - g8 8
; 33 0 HM pék t8k kék tsék phok 6k Kok tshdk sék x6k - - - gdk jék
2
ot s a ‘We can see that there are also many systematic distributional gaps in possible tone-
m ] syllable combinations. First, LM and MH may not occur in a syllable with an unaspirated
t ]
® onset plosive. Second, HM may not occur in a syllable with an onset lateral or onset labial
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or alveolar nasal. Third, L, H and MH may not occur in an obstruent-final syllable, even

though underlying LM may surface as H in such a syllable.

3.5.2. Phonotactic constraint — a few case studies

As I argued earlier in this chapter, distributional facts alone are not sufficient
grounds for phonemicization. On the other hand, however, native speakers do seem to
know which combinations are acceptable syllables and which ones are not. To incorporate
this knowledge into the grammar, we can utilize positive or negative phonotactic filters. To

elaborate on this point, we consider a few case studies.

35.2.1. Case study I — distribution of unrounded high front vowels
To account for the complementary distribution of the unrounded high vowels [z].
{i] and [3], we assume that these vowels are all underlying and each subject to a set of
phonotactic filters stated as follows.
(90) {3] occurs after postalveolar consonants [tf ¢ff f] in open syllables;
o
i
Root Root
C-place  C-place
[coronal] [coronal]
[-anterior] [-anterior]
This is a positive filter. It states that a syllable is well-formed if it contains a postalveolar

onset and a postalveolar vowel dominated by two moras.
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(91) 5] occurs after labial consonants [p p* m] in open syliables;

o
N
Root Root
Cplace  C-place
[-cont] | {coronal]
{labial] .
[-anterior]

This filter is also positive. It states that a syllable is well-formed if it contains a non-
continuant labial onset and a postalveolar vowel dominated by two moras.

(92) [3] occurs in isolation in open syllables;
c

™

u
Root
C-pllace
[coronal]
[-anterior]
This is another positive filter. It states that a syllable is well-formed if it contains an initial
postalveolar vowel which is dominated by two moras.

(93) [z] occurs after strident coronals [ts ts? s] in open syllables;

Y
i
Root Root
C-place  C-place

[strident] |
[coronal] [coronal]

[+anterior] [+anterior]
This is yet another positive filter. It states that a syllable is well-formed if it contains a

strident coronal onset and a coronal vowel dominated by two moras.



71
Finally, we need a general negative filter which states that a syllable is ill-formed if

it contains an alveolar or postalveolar vowel, as shown below.
(94) [3] and [z] do not occur anywhere else;
* o
|
R?ot

C-place

[coronal]
Since this filter is more general than and contradictory with filters (90) through (93), it

applies under the Elsewhere Condition discussed in Kiparsky (1973). In other words, it

applies after all other filters referring to the alveolar and postalveolar vowels have applied, -

and rules out every syllable containing an alveolar or postalveolar vowel not licensed by
one of the phonotactic filters (90) through (93).

(95) [1] does not occur after strident coronals [ts ts s tf tff §1;
*

[+
B
Root Root
C-place C-pllacc
[strident] Vocalic
[dorsall (. plgny
[coronal] [coronal]}

This negative filter means that a syllable is ill-formed if it contains a strident coronal

onset and a front high vowel. This bleeds the next more general filter.
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(96) Front vowels occur after coronal consonants [t thnll;
g

R?ot R?ot
C-place C-place
Voc:alic
V-p}acc
[dorsal]
[coronal] [coronal]
This positive filter states that a syllable is well-formed if it contains a coronal onset and a

front vowel.

(97) Front vowels occur after labial consonants [p ph m] in closed syllables;

c
LM
Root R?ot
C-place C-place
[<continuant] VocFlic
V-pl'acc
bial [dorsal]_rl
(labial] [coronal]”’

This filter states that a syllable is well-formed if it contains a noncontinuant labial onset and

a front vowel in a closed syllable (dominated by a mora which is followed by another one).
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(98) [i] occurs after palatal consonants [t¢ tg# ¢ j] in closed syllables;
[¢2

i}
R?ot R?ot
C-place C-place
Vo@lflic Voc;alic
V-place V-place
[dorsal] [dorsal]
[coronal] [coronal]

This positive filter states that a syllable is well-formed if it contains an alveopalatal onset
and a front vowel in a closed syllable (dominated by a mora which is followed by another
mora).

(99) [i] does not occur anywhere else;
%

This negative filter states that a syllable is ill-formed if it contains a front high vowel. Like
filter (94), it also applies under the Elsewhere Condition, and excludes every syllable
containing a front high vowel not licensed by a phonotactic filter.

The following illustration shows how these phonotactic filters operate on a group of

arbitrarily generated syllables, licensing well-formed ones and ruling out ill-formed ones.
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(100) Sample derivation of well-formed syllables with unrounded high vowel

Input f3 p3 3 sz ti pik ¢ik s3 3k pz tsi pi
Filter (90) I3 . . . . . . .
Filter (91) . P3

Filter (92) . . 3 .

Filter (93) . . . sz

Filter (94) . . . . . . . —_ - - .

Filter (95) . . . . . . . . . . —_
Filter (96) . . . . ti . .

Filter (97) . . . . . pik .

Filter (98) . . . . . . cik

Filter (99) . . . . . . . . . . . —
Qutput 3 p3 3 sz ti pik ¢ik *s3 *f3k *pz *tsi *pi

3.5.22. Case study Il — distribution of consonants in syllable coda

As a second case study, we now consider the fact that only plain dorsals [k] and [o]
may occur in the syllable coda. This appears to be another instance of the universal
phenomenon that segments in the syllable coda tend to have little or no difference in place
features. Following the licensing theory developed by Ito (1986) and summarized by
Goldsmith (1992), we may assume that the syllable coda in Nantong Chinese does not
license place features, and that the plain dorsals may occur in the syllable coda because they
are underlyingly not specified with place features. Notice that while plain dorsals can be
unspecified for place features, dorsals with secondary features cannot, because their
secondary features need to be docked under the C-place node. Also notice that if [dorsal] is
underlyingly unspecified for plain dorsals, then it is the default place feature, and therefore
[labial] and [coronal] cannot be underlyingly unspecified. Thus, the first phonotactic filter
regarding well-formed syllable codas states that a syllable coda is ill-formed if it contains a
segment with a C-place node, as formalized below.



75
(101) Consonants with place features may not occur in syllable coda

*

]
R?ot
C-place
Of the four plain dorsals [k g k® x], only two may occur in the syllable coda. To
account for this, we need a filter that rules out continuant segments , as formalized below.

(102) Continuant segments may not occur in syllable coda
%*

.
R?ot
[+cont]

In addition, we need a filter that rules out aspirate segments from the syllable coda, as

formalized below.
(103) Aspirate segments may not occur in syllable coda
*
oM
B
e
{+spread]

The following illustration shows how the four rules proposed above operate on

arbitrarily generated syllables to license those with a well-formed coda and rule out those

with an ill-formed coda.

(104) Sample derivation of well-formed syllable coda

Input pik pig pikt pix pit - pitc pik¥
Rule (101) pik pip pik* pix — — —
Rule (102) . . . —

Rule (103) . . —_ . . . .
Qutput pik pip *pikh *pix *pit *pitc *pik¥

76
One should notice that the coda filters proposed above only apply to underlying

forms. In surface forms, it is possible to find consonants other than [k] and [p] in the
syllable coda, which are derived by assimilation to the following onset consonant. For
example, Adk.s4/ "sixty four" surfaces as [16s.54], ASk.pSk/ "sixty eight" surfaces as
[16p.p5?2], etc. These surface forms defy the coda filters, because the root node dominated
by the second mora of the first syllable is also dominated by the the second syllable node,
as is shown below, and is therefore structurally distinct from those singly linked root nodes
which are subject to coda filters. '

(105) Doubly linked root nodes in surface forms
o] o

I
Root
According to the Linking Constraint proposed by Hayes (1986), "Association lines in
structural descriptions are interpreted as exhaustive”. Since a doubly linked root node is
structurally different from a singly linked one, it is not constrained by coda filters that apply
to the latter. More importantly, according to the licensing theory, consonants that do appear
in the coda "will share the point of articulation autosegment that is licensed by the following
onset" (Goldsmith 1990:125). This explains why consonants that are not licensed by coda

filters may occur in the coda only if they are homorganic to the following consonant.

3.52.3. Case study IIl — distribution of rising tones

As a third example of phonotactic constraint, we study a rare casc of distributional
gaps of tone-syllable combination. As is shown earlier, the surface tones LM, MH and H
never occur in syllables with an unaspirated onset. In the present tonal feature model, LM
and MH are LH contours differing only in register, i.e. LM is lower register LH and MH is
upper register LH. We also know that surface H is underlyingly LM, because it alternates
with LM in morphophonemic processes, e.g. [sé2] "ten", [s€s.53] “thirteen", but [s€.ji?]
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“eleven", [s¢.uf] "fifteen". Since the three surface tones involved in this tone-syllable vowels, the fricative vowels, the retroflex vowel, and the tones. With three case studies, I
distributional gap all have an underlying LH contour, we can formalize 2 phonotactic rule have shown how phonotactic constraints are to be incorporated into the grammar. The
as follows. following chapters will handle the morphophonemic alternations of the underlying sounds.

(106) LH contour does not occur in syllables with unaspirated onset

¥ O
Tonal Tonal
Root
L H
Lar)"ngwl
[-spread]

This tone-syllable phonotactic constraint is easy to understand if put in historical
perspective. According to traditional Chinese phonology, there are four tonal categories in
Middle Chinese, each later divided into two subcategories yin and yang. The yin tones co-
occur with voiceless onset consonants while the yang tones co-occur with voiced onset
consonants, In Nantong, surface LM, MH and H are the reflexes of Middle Chinese yang
tones. Moreover, all Middle Chinese voiced obstruents have developed into voiceless
aspirated obstruents in Nantong Chinese. Therefore, while we can find both yin tones and
yang tones in syllables with aspirated onset obstruents, we cannot find any yang tones in
syllables with unaspirated onset obstruents. .

Finally, the fact that this tone-syllable phonotactic constraint applies to unaspirated
consonants only is theoretically significant, because it falsifies Lombardi's (1991) claim

that the feature [spread] is monovalent and therefore no rule can refer to [-spread].

3.6 .Summary

In this chapter, I have argued against the traditional distributionalist approach to
phonemic analysis. Accordingly, I have analyzed the underlying sound system of Nantong
Chinese as one with 38 consonants, 15 vowels, and 5 tones. I have shown the acoustic

and/or articulatory characteristics of the postalveolar and alveopalatal consonants, the high



CHAPTERIV SEGMENTAL MORPHOPHONEMIC ALTERNATIONS

4.0. Introduction

‘When morphemes are concatenated to form new words, the phonological shape of
individual morphemes may change. Such a change is referred to as a morphophonemic
process. In this chapter, I will discuss morphophonemic processes involving segmental
alternations. Four classes of such alternations are discussed in four sections. There are
obligatory and optional glide deletion processes and an onset assimilation process that
occur in underlyingly toneless syllables. These will be discussed m 4.1, When followed by
a retroflex vowel, a coda nasal either geminates or deletes. These processes are handled in
4.2. Four other processes, including coda deletion, coda nasal assimilation, coda obstruent
gemination and coda obstruent deletion, are analyzed in 4.3. Two lenition processes, one
affecting the syllable coda and the other affecting the syllable onsct, will be dealt with in
4.4. In the course of these discussions, I will also show that many of these processes are

prosodically conditioned.

4.1. Alternations of toneless morphemes

Some morphemes are made of underlyingly toneless syllables, which derive their
surface tone by tone spreading or tonal default. The tonal alternations of these morphemes
will be discussed in chapter V. In this section, I only discuss their segmental alternations.
The toneless morphemes include a number of sentence-final particles that indicate the
communicative function, the verbal aspect or the speaker's attitude. Following are some

examples.
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(107) Sentential particles

Perfective interrogative (P)-la, e.g. kt...ts®¢ i 12?7 HasPRO left yet?
whether Prf go PI

Imperfective interrogative (Ipl)-a, ¢.g. ki ma 47 Is PRO buying?
whether buy Ipl
Exclamative (Exc)-js, €.8. x5 o jol How big!
. well big Exc
Vocative (Voc)-q, e.8. 15 ¢ a,.. Old Dai, ...
old Dai Vo
Imperative (Imp)-sa, e.g. i sdf Get going!
go Imp
Requestive (Reg)-se, €.g. thi  sé. - Please go.
g Ry
Suggestive (Sug)-ps, e.g. tfhip po. Let's eat.
eat Sug
Persuasive (Prs)-ja, e.g. mi  ji. Come on, buy (it)!
buy Prs ’
Retortive (Rer)-lo, e.8. g6 y p¢ i 18/ But I'mnot going!
I and nmot go Re

Commentive (Cmi)-le, e.g. 4 pétshg i 12, (It's remarkable) PRO hasn't left yet.
yet not Prf go Cmt

Two morphophonemic processes take place in toneless morphemes. One involves
the deletion of an onset glide, the other involves the assimilation of an onset sonorant to the

preceding coda consonant. We analyze these two processes as follows.

4.1.1, Deletion of onset glide

Two of the sentential particles in (107) start with an onset glide {j1. When pmccdcd
by a non-low oral vowel ([i}, [y, [3], [3], [}, [u], [e], [3], [2] or [0}), the glide deletes,
as shown below.

(108) Deletion of onset glide after non-low vowels

Exclamative (Exc)-jo, €.8. x5 k¥ 3! How expensive!
well expensive Exc
x5 kb It How bitter!
well bitter Exc
x5 [§ 3! How fine!
well fine Exc
Persuasive (Prs)-ja, e.g. tsé 4. Come on, go!
: g0 Prs
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tsbl 4. Come on, sit!
sit Prs
s sty At Come on, get on the vehicle!
on vehicle Prs

When preceded by a low vowel ([a] or [2]), the onset glide is optionally deleted if
the flanking vowels are different, but it does not delete if the flanking vowels are identical,
as shown in the following data. It is not possible to test what happens if the glide is

preceded by the low vowel [e], because underlyingly this vowel never occurs in an open

syllable.
(109) Onset glide after low vowels
Exclamative (Exc)-fo, e.8. x5 x¥i (j)3! How crafty!
well crsfty Exc
cof. x5 B8 j3! How big!
well big Exc
Persuasive (Prs)-ja, e.g. B @a. Come on, pull it.
pull Prs
of. & ji Come on, come here.
buy Prs

Glide deletion also occurs with the repetitive affix (Rep) -ja- in the V-ja-V structure,
where V refers to a reduplicated verb, as shown in (110a), and with the enumerative affix
(Enm) -ja, as shown in (110b).

(110) Glide deletion in other toneless morphemes

a. Glide deletion in V-ja-V structures
phd.4.phd, phd.tevE? jik.k™4 tsf.mo.abg.

crawl Rep  crawl out one piece sesame

candy
PRO crawled and crawled, and a sesame candy appeared. (nursery verse)

13.()4.15.61, 13 th) chicd,
pull Rep pull break away Prf
PRO pulled and pulled, and broke it.

x4 jixd.cl, sg.asg b x8.50.03.
yell Rep throat even hoarse Prf
PRO yelled and yelled, and his/her throat became hoarse.

1 The surface tone of the sentential particle -ja derives from the underlying tone of the preceding morpheme,
which is LM for fsbd/ "sit” but L for fstd/ *vehicle”, Hence the difference in the surface pitch values of -a.
This will be discussed in greater detail in chapter V.
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b. Glide deletion in enumerative structures

mé.cd o3 pl.shd ja, 134685, ()4, wd.kv8.4

bought some spinach Enm tomatoes Enm cucumbers Enm

PRO bought some spinach, tomatoes (and) cucumbers.

Glide deletion does not occur if the glide is in the onset of a syllable that has an
underlying tone. In the following data, for example, the toned syllable {j5] retains its onset
glide, but the toneless syllable {jo] loses its onset glide when preceded by nonlow vowel.

(111) No glide deletion in toned syllables
/thd tstp.js/ [ehd tshf.j5] *[the shg.5] “Too rude."
of. /x5 tstp jo/ *[¥% st j31 x5 tshf 3] “How thick!"

Glide deletion also does not occur if the glide is in the onset of a pseudo-toneless
syllable, one that is usually toneless, but may be toned with questionable acceptance, as
shown below.

(112) No glide deletion in pseudo-toneless syllables
AshS.jEg/ [tsbd g1 *[tshd.g]  MesbSj¥]  *[eshS.K]  “feeling hungry”
Av6jEy (k76§41 *[k"6.£1 k6.jE]  *[k"6.£]  “feeling lack of oil"
/mé.jEg/ [mbjgl *Imd.gl  NmbjEl  *Im8Ll  “hot and spicy”

To account for obligatory glide deletion after non-low vowels, we need a rule that
deletes a root node which is in the onset position, i.e. is directly linked to the syllable node,
and preceded by a [-low] vowel. To condition this rule so that it does not apply in either
toned or pseudo-toneless syllables, we may assume that it applies only under the weak
branch of a metrical foot, which dominates an underlyingly toneless syllable but not a toned
or pseudo-toneless syllable, because the latter two either are underlyingly toned or undergo
tone deletion at a later stage. This analysis allows us to formalize the obligatory glide

deletion rule as follows.
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(113) Obligatory Glide Deletion
¢
PP
Root Root
opes N
Vocali
Iight
[-low]

As for the optional glide deletion after low vowels, we need a rule that applies only
when the vowels flanking the glide do not agree in lip rounding. However, there is no
mechanism in nonlinear phonology that allows us to do so directly. ‘What is involved in this
case appears to be a vocalic version of the antigemination condition discussed in McCarthy
(1986) and Odden (1988). Specifically, it is assumed that successive identical consonants
resulting from a phonological process are a violation of the arguably universal Obligatory
Contour Principle, unless they fuse together by language specific rules to form a geminate.
Similarly, if we assume that an antigemination condition in Nantong Chinese prohibits
identical hiatus vowels, then the failure of glide deletion to occur between identical vowels
can be seen as the result of the antigemination condition keeping an ill-formed structure
from being created.

Such an account, however, does not explain why identical hiatus vowels do occur
in underlying forms such as /ku m4 a/ — (ki m4 &) "Is PRO buying?", A5 td a/ — (158
3] "Old Dai, ...", etc. The solve this problem, we assume that what the OCP defines isa
desirable state, and that phonological rules do not apply if their output is not in a desirable
state. Thus, forms like /ku m4 a/ or /15 t4 a/ are undesirable, yet they never went from
good to worse by any phonological rule. On the other hand, glide deletion does not occur

in forms like /x5 t3 jo/ "how big" or /14 ja/ "come here", because if it did, it would have
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changed them into the undesirable *[x5 t3 o] or *[14 a] etc. Based on these observations,
we formally state the antigemination condition as follows.
(114) Antigemination Condition

Identical hiatus vowels in adjacent syllables should be avoided.

With this provision, the rule for optional glide deletion after low vowels can be
simply formalized as follows.
(115) Optional Glide Deletion

[4]

— —:-070
-

Root Root

C-?lacc Wcont]
Vocalic [+son]

H(l,ight

[+low]
Notice that the prosodic condition of this rule is identical to that of Obligatory Glide
Deletion. This rule applies in a toneless syllable with an onset glide whenever such a
syllable is preceded by a [+low] vowel, unless its application results in two identical hiatus

vowels being created, which violates the antigemination condition.

4.12. Assimilation of onset sonorant

In addition to glide deletion, there is a process by which the onset glide {j] and the
onset liquid [I] in a sentential particle becomes [k] when preceded by [k], or becomes [g]
when preceded by [g] or a nasal vowel2. Since {j] and [1] are the only sonorant segments in
the onset of underlyingly toneless syllables, we assume that this process affects onset

sonorants. Following are some examples.

2 This is the only clear evidence that the coda obstruent is underlyingly /k/, and that the nasal vowels are
underlyingly vowel-nasal sequences.
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(116) Alternation of onset glide and onset liquid
Perfective interrogative (PJ)-la, e.g. ki... ts% tfbik k4? Has PRO eaten yet?

whether Prf e Pl
ki...ts®¢ tdg g€? Does PRO understand it yet?
whether Prfunderstand PI
ki...tstg k8¢ ga? Is PRO asleep yet?
whether Prf go Pr

cf. kb..astg i 13?7  Has PROleftyet?
whether Prf go Pl

Retortive (Ref)-lo, e.g. g6 y pé ttik k6! ButIwon't eat!

I and not est R

g6 y pt tég g6/  Butldid know it!
1 not understand Ret

and
g6 y pt k¢ po Butl won't sleep!
I and

6y

pét i 18/ But I'm not going!

cf.
I and not go Re
Exclamative (Exc)-fo, €.8. x5 jik k3! How hot!
well hot Exc
x5 shdg  gd! How heavy!
well  heavy Exc
x5 oy gs! . How sweet!
well sweet Exc
cf. x5 & jdl How big!
well big Exc
Persuasive (Prs)-ja, e.g. tfeik k4. Come on, eat!
eat Prs
f3g pd. Come on, seal it!
scal  Prs
kg pd. Come on, go to sleep!
sleep  Prs
cf. ma ja. Come on, buy it!
buy Prs

This process is also found in the repetitive V-ja-V structure, as shown in (117a), as

well as in the enumerative structure, as shown in (117b).

(117) Onset assimilation with other toneless morphemes
a. in V-ja-V structures

c? k.kd speel, gia1 x8.14.03

tears down Dir Prf
PRO talked and talked, and burst into tears.
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tshQ gé tsBg.ni, s§.tsf th x#.s8.c3.
Rep throat even hoarse Prf
PRO sang and sang, and his/her throat became hoarse.
t"ig gé ib3g.nil, t"ig k"“é.ts'lb.ré
leep reach Prf
PRO hstcned and hstened, and fcll asleep.

of. ph3.£p%6, prb.tomE? jlkknd esmd. thg
crawl Rep  crawl out one

PRO crawled and craw!l d a scsamc candy appeared. (nursery verse)

b. in enumerative structures

mé.cd ¢ jok.kd, thy. gd,]g.tshag 0d, the B4
bought some meat Enm cggs Enm onions  Enm beancurd Enm
PRO bought some meat, eggs, onions (and) beancurd.

This process does not occur in sentential particles with an onset obstruent, as the

following data show.

(118) Invariance of obstruent-initial sentential particles

Requestive (Reg)-se, e.g. tfik  se. Please eat.
eat Reg
thig  sé. Please listen.
listen Req
kbd  sé. Please look.
look Regq
i sé. Please go.
g Ry

Assuming that nasal vowels are underlyingly vowels followed by a coda nasal [0,
all the alternations can be seen as resulting from a total assimilation of an onset sonorant
({11 or [j]) to the preceding coda consonant {[k] or [g]). Such a generalization needs to be
constrained, because onset sonorants of underlyingly toned syllables never assimilate to a
preceding coda consonant, as we can see from the following data.

(119) Onset assimilation does not occur in underlyingly toned syllables

Nst3g.58/ [tst8g.j5] *{1st .31 “"important"
/pik.jd/ {pi.jdl *[pik.k8] "necessary"
Krgak/ (.15] (041 “originally"
Nikig/ {1i1.14] *{11k.kd] “historically"

We might conclude that the assimilation of an onset sonorant occurs only in a

toneless syllable. However, this appears to be problematic with regard to the following
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data, where the sonorant onset of toneless syllables in the directional -la “toward speaker”

(a post-verbal particle that indicates direction) and the locative -litte " inside" (a post-
nominal particle that indicates location) fails to assimilate to the preceding coda consonant,

(120) Onset assimilation fails to occur in directionals and locatives
ftfig-la/ [trintd] *[tfig.gal “come in"
Jchék-1a/ [tebé11a] *ichfk.kd] "come out"
/nbta 16.53g-1a/ [nd.ch 1655141 *[nd.ch 1€.5§.g4] “bring it upstairs”
o K3gtitte/  [f3.Kk3JLa82]  *[fo.k3.gLuR]  “inside the room”
ft5g.c3k-lidhe/ [thdg.cs1ai.ané] *[thdg.esk.Kiaté] “among the classmates”

Like the pseudo-toneless syllables mentioned earlier, an important characteristic of
the directionals and locatives in (120) is that they have an underlying tone which can
surface under special circumstances such as in slow tempo or ﬁm emphasis. Thus, the
words in (120) may be pronounced in slow speech (sometimes with questionable
acceptance) as follows.

(121) Directionals and Locatives in slow tempo
Rfig-ta/ [tyin.14}) “come in"
fshék-laf [rehél1d] "come out"
[n6.a5 1€6.53g-1a/ [nb.cS 1€.s§.14] "bring it upstairs”
ffo k3g-tithe/  [f&.k5.11i.4%8]  “inside the room"
A5g.c3k-lithe/ 7thdg.c5101.t88] “"among the classmates”

The above data suggest that the directionals and locatives are pseudo-toneless, i.e. they are
underlyingly toned and become toneless after onset assimilation has taken place. Such a
scenario makes it possible to maintain the hypothesis that onset assimilation only occurs in
underlyingly toneless syllables. Assuming that an underlyingly toneless syllable is under

the weak branch of a metrical foot, we formalize the rule of onset assimilation as follows.
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(122) Onset assimilation
b

e
'

Root Root
[-cont]
- - [+son]

We have assumed in the previous chapter that the coda consonants are underlyingly
unspecified for place features. Since they surface as dorsal consonants, a place feature
default rule is needed. We formalize this rule as follows.

(123) Place Feature Default

Root
;

|
C-place
1

i

[dorsal]
Later we will see that this rule must be revised so that it does not apply to prepausal
segments. Following is a sample derivation of toneless syllables with a sonorant onset.

(124) Sample derivation of toneless syllables with sonorant onset

Underlying hséjal  Mdjal  /méjal  fgtikjal  Adgja/
Obl. Glide Deletion /tsé a/ — —_— — —

(Opt. Glide Deletion) — N5 a/ — —_ —
Onset Assim. & PFD — — - ik ka/  /ff3gga/
Surface [tsé 4] [15 al [ma ja]  [ytik ka]l  [f3gpal
Gloss "Go!" "Pull!"  “Buyit!" “Eat!" "Seal it!"

4.1.3. Against a lexical phonology analysis

In the previous two sections, we have seen that the sonorant onset rules (Obligatory
Glide Deletion, Optional Glide Deletion and Onset Assimilation) only apply to truly
toneless syllables. Because of the small number of morphemes that do undergo those rules,
it is tempting to assume that those morphemes are lexically marked for undergoing those

rules. However, this approach is undesirable, because it fails to capture the generalization
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that morphemes that undergo those rules do not have any underlying tones, whereas those

that do not undergo those rules do have underlying tones that may surface.

A more principled approach might appear to be possible using the framework of
lexical phonology. This theory deals primarily with interactions of phonology with
morphology and syntax. The basic idea is that the derivational and inflectional processes of
a language are organized into a series of levels, where different sets of phonological rules
apply. After words are combined into sentences, a different set of phonological rules, the
postlexical rules, apply. This idea is illustrated in Kiparsky (1982) as follows.

(125) Structure of the lexicon (& la Kiparsky 1982)

underived lexical items
level 1 morphology level 1 phonology
level 2 morphology level 2 phonology — lexicon
level n morphology level n phonology
syntax post lexical phonology

Lexical phonology offers a principled account for the observation that certain
phonological rules apply to some lexical categorics but not to others. For example, in
English, in- plus licit becomes il-licit but un- plus limited does not become *ul-limited.
Presumably, 'in- is a level 1 morpheme and un- a level 2 morpheme. The failure of un- to
become ul- is because the rule that changes in- into il- is a level 1 rule which does not apply

to level 2 morphemes.
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‘We might assume that all sonorant onset rules apply at level 1, and that morphemes

that undergo these rules are level 1 morphemes while those that do not are level 2
morphemes. However, lexical levelling is not totally arbitrary, but must reflect the
morphological relationship of the lexical items involved. If morpheme A always occurs
closer to the root than moxi)hcme B, then it must be at a lower level than morpheme B. The
following examples show ﬁat morphemes that do not undergo sonornant onset rules may
oceur closer to the root than those that do, and therefore cannot be level 2 morph;mcs.

(126) Morphemes that fail to undergo sonorant onset rules may occur at lower level
/ku st i3 ja/ {ky tshB.j5 4] *[ki tstp.5 4] *Is PRO rude?"
/kutsteg tfinla la/ [ké.tsg tfindd 13] *[kd.tsé tffg.gd 13] “"Has PRO entered?”

For this reason, we conclude that the sonorant onset rules cannot be constrained in

terms of lexical levelling.

4.2. Alternations of coda consonants triggered by the retroflex vowel
If the coda nasal /g/ is preceded by /i/ or /o/ and followed by the retroflex vowel, it
geminates, as shown below.

(127) Gemination of coda nasal before retroflex vowel
/pttig.a/ [phig.g4] "bottle"

Nig.8Y/ {1%g.08'1 "zero-two"

Y " [jig.g¥] "silver ear (an edible white fungus)"
hstSg.a/ [tstdg.9#]  "insect"

Ahdg.ed [t839.95+] "hole"

/ts3g.8/ [tsdg.pé]  "middle ear”
Otherwise, if the coda nasal is preceded by any other vowel and followed by the
retroflex vowel, it deletes, as shown below.
(128) Deletion of coda nasal before retroflex vowel
AW/ lghy$1 sk worm" cf. gh¥g.sy/ [eeb§.s2l “silk fiber”
fptdg.e/  [phd.2]  “smallstick" cf. /ptdn.ahe/ [pBR.atie]  “stick”
lifnel  [j£.5] “figure" cf. /jEgtst3/ [jE.est3]  “"man-made”
/s3g.8 [s3.8] “three-two"  cf. /sdn.s3g/ [s3.s3]  "three-three"
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The coda obstruent /k/, on the other hand, always deletes when it is followed by the

retroflex vowel, as the following data show.

(129) Deletion of coda obstruent before retroflex vowel
Nshiko/ [tshB.3-]  “nephew"”  cf. Astdkgmiy [tsbéc.cvg] “grandnephew”
/mdké/ [mé.F] “weeears" cf. /m3kk*d/ [mék.k"8] "tree melon”
hsbk.a/ [tsé.2] “"pawn" of. tsé ts6k/ [tsé ts62] “walking pawn"

I will show in 4.3 that the coda obstruent is always deleted before a vowel.
Therefore, I will concentrate only on the alternations of the coda nasal. We first consider
the case of coda nasal deletion, There are seven vowels that may precede the deleted coda
nasal. They are [i], [y], [vl], {e], [o], [e]land [o]. An interesting fact about these vowels
is that they are either coronal (front) or labial (rounded). As such, each of them must have a
V-place node, to which either [coronal] (via [dorsal]) or [fabial] or both can be attached. In
contrast, the two vowels [i] and [s] which do not precede the deleted [g] are neither labial
nor coronal, and therefore need not have a V-place node to anchor any vowel place feature.
Thus, we can identify the seven coronal or labial vowels as a natural class to the exclusion
of the two noncoronal and nonlabial vowels by assuming that each of the former has a V-
place node and none of the latter has one. Furthermore, the short vowel that precedes the
deleted nasal surfaces as a long vowel (although as I mentioned earlier vowel length is not
really distinctive in this language), suggesting that there is compensatory lengthening on the
part of this vowel. Based on these observations, we formalize the following rule of coda
nasal deletion.

(130) Coda Nasal Deletion

R S
Cplaoe I C-place

V l Volcalic
V—place V-place
[coronal] |

{dorsal]
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This rule deletes a mora-dominated (coda) nasal preceded by a segment with a V-place node

(one of the seven coronal or labial vowels) and followed by a non-high corono-dorsal
(retroflex) vowel. Meanwhile, the vacated mora reassociates with the preceding root node.
Now the only coda nasal left before the retroflex vowel is the one preceded by [i]
or [a], which is exactly when coda nasal gemination takes place.
The coda nasal gemination process can be accounted for with the following rule
which associates the coda nasal to the syllable node dominating the retroflex vowel.

(131) Coda Nasal Gemination

[coronal] |
[dorsal]

Following is a sample derivation of the coda nasal followed by a retroflex vowel.

(132) Sample derivation of coda nasal followed by retroflex vowel

Underlying At3p.a/ /ptdg.a/
Coda Nasal Del. — /ptd.a/
Coda Nasal Gem. A3g.92/ —
Surface /3g.99/ /pd.a/

4.3. Other alternations of coda consonants
4.3.1. Deletion of coda consonants

A number of sentence-final particles are vowel initial. They include the imperfective
interrogative marker -a and the vocative marker -a. When followed by one of these, both

the coda nasal and the coda obstruent are deleted, as we can see from the following data.
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(133) Deletion of coda consonants
a. Before imperfective interrogative (Ipl)-g, e.g.

ki s6 &7(cf. p€? s62 "PRO (is) not ripe.")
whether tipe [p/
Is PRO ripe?

kb tshy  4?(cf. x5 tshdg ¢3! "How heavy!")
whether heavy Ipl
Is (it) heavy?

b. Before vocative (Voc)-a, e.g.

15 sé 4, .. (cf 15 sEk k81> "Old Sek is back home")
old Sek Voo .
Old Sek, ...

15 ¢ 4,..(cf.15tg kB1d.cd "OId Ding is back home")

Ol Dirg, -

The coda deletion in this case is different from the coda nasal deletion triggered by a
retroflex vowel. First, the coda nasal deleted before a retroflex vowel does not nasalize the
preceding vowel, but the coda nasal deleted in this case does nasalize the preceding vowel.
Second, the retroflex vowel that triggers coda nasal deletion can be either toned or toneless,
but there is evidence that the syllable that triggers coda deletion in this case must be
underlyingly toneless, as the following data show.

(134) Coda nasal does not delete if following syllable is toned

x59./ [x59.5] “red (chili) oil"
Itfig%/ [trig.5] “golden fish"
/ts3g.3/ ftsd9.3] “Chinese medicine"

Assuming as we did in 4.1 that a toneless syllable is a weak syllable dominated by
the weak branch of a metrical foot, we can formalize the coda deletion rule as follows.

(135) Coda Deletion

Bfrae
e/

{-cont]
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4.32. Assimilation of coda nasal
The coda nasal /1/ surfaces as [m] before labial consonants [p pt m p? pit mi], as [m]
before labiodentals [f v], as [n] before coronal consonants [t t% n 1 vobpddtsesbsefytyf
tc teh ¢ te¥ te¥h v, or as [g] before dorsal consonants [k kb x k¥ k™8 x¥], as shown below.

(136) Place assimilation of coda nasal

a. 1f3g.pis/ [efim.pié]  "golden watch"
/x8g.mé/ [x§m.mé] “red plum"”

b. KSy.1€g/ [x3m.f£] "red powder”
/x5g.08.pig/ [x4ny.vé.pigl "red guards"

c. /tfig.tis/ [efin.tds] "gold bar"
xSgandg/ [x5n.1h3] "red egg"
/x8g11/ [x§n.1%)] “red interest (dividend)"
/x5p.tshb/ [x5n.tsh8] “red tea (black tea)”
ASgarhs/ [x$atft%]  "red flag"
ixbg.te9/ [x3n.tcyl "red wine"
/x5g.n35/ [x3n.n35] “red bird"
ixS5g.s8k/ [x5n.s€2] “red color"

d. /x8g.k6/ [x49.k6] “red fruit (haw)"
/x5g.k"0y/  [x59.k"31  “red light”
/x89.%%0/ [x89.x%5] "red flower"

The coda nasal surfaces as [g] when followed by a vowel or glide, as the following

data show.

(137) Coda nasal does not change before vowel or glide

g3/ x59.51 "red (chili) oil"

/x50.5/ (x59.51 “red fish"

fx59.wb/ [x59.wb] “red tile"

/x59.yty/ [x5g.4y%g] “red cloud"

/x59.j3k.c¥é/ [x39.j5.6%€]1 “red lotion (mercurochrome)”

This process is common in many languages. It is easily analyzed with a rule that

spreads the place node of a consonantal segment to the preceding coda consonant, as

shown below.
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(138) Coda Nasal Assimilation
Root Root

N
A Y
N

Cp
{+cons] [+cons]

Given the above analysis and the fact that nasals may have a secondary articulation,
such as palatalization, we might wonder why there is no secondary articulation on the coda
nasal after place assimilation. For example, /£f¢g.p#3/ could have become [tfimi.pi3]
instead of [tfm.pi3] “tournament”, /ph3dg.t¥#5/ could haw}e become [ptdnl.ti§] instead of
[ph3n.tih5] “cuisine”, etc. The explanation of this apparent problem lies in the fact that
features of secondary articulation are most salient at the release, but the coda nasal is never
released. In other words, even if there is secondary articulation on the coda nasal after place
assimilation, its effect will not be heard until the point of release of the following onset
consonant is reached. Of course, this is a phonetic detail that does not require phonological

representation.

4.3.3. Vowel nasalization and loss of coda nasal
The coda nasal never surfaces if it is preceded by a labial (rounded) or coronal
(front) vowel. Instead, the preceding vowel becomes a nasal vowel, as shown below.

(139) Vowel nasalization and loss of coda nasal

/mig/ [m}]} *noodle”
ix5y/ x5] “salty"
A6y (881 “candy"
/mig.pd/ [mY.p5] "bread (roll)"
f5g483y/ [x§.th3] "salinated egg"
Ihbg.esg/ [thd.ts£] “candy wrapper"
Hégagd/ 8.5 “on leave"
/i3g.k3/ [thg k3] "(egg) cake”

cf. /miy [mig] "life"
/m3y/ [m3g] "dream"
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We have seen earlier that the labial and coronal vowels are underlyingly specified

with a V-place node. This allows us to treat vowel nasalization and coda nasal deletion with
one rule which vocalizes the coda nasal by spreading the V-place node to the coda nasal.
The vowels [i] and [3] are not specified with a V-place node, and therefore do not undergo
this rule. We formalize this rule as follows.

(140) Coda Nasal Vocalization
g
I\
et
Roll:tce Root
C- C-
R R masan
Vocalic Vocalic
V-p c V-p

This rule must be ordered after Coda Nasal Deletion triggered by the retroflex

vowel, because the loss of the coda nasal in that case does not leave behind a nasal vowel.

4.3.4. Total assimilation of coda obstruent

We have seen that the coda obstruent /k/ surfaces as [k] before a toneless syllable
with an onset [1] or [j] which also becomes [k]. Otherwise, /k/ surfaces as [p] before [p pt
p! pt], as [t] before [t th ¢ tit ts tsh ¢f tft tg b ™ ], [k] before [k k k* k*1], [m]
before (m mil, [n] before [n nd], {I] before [1 B], {f] before [f v], [s] before {s1, {[] before
(11, [¢] before [¢] and [x] before {x x¥]. These alternations are exemplified below.

(141) Alternations of the coda obstruent

a. Anik/ [t} “iron"
fihik.pSy/ [thip.p3] “iron plate"
/tbdic.phk/ [etdp.ph%] "iron sheet"
fibik g/ T [ehieehg) “iron head"
/iik.hen/ {tbft.eche] "blacksmith"
Ak kS g/ [thik.kwhi ] “jron ring"

ik.mEy/ [tim.m§] “iron gate"
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/i 1/ (1181 *railroad"
hvik.sy/ fthis.s?] “iron wire"
/ihik.cd/ (thic.c¥y] “iron rust”

b. /k6k/ [k872] “nation”
/k8k.ps/ (k6p.pél “national treasure”
/kbk.kd/ [kék.kl] "national anthem"
/kBkag3/ [k6t.te5] “country”
/kbk.efhs/ (k6t.erb¥] “national flag”
/kbk.tstiy/ [két.tsh3 ] "made in home-country"
/k8k.nd/ {kén.n¥] “domestic"
6k 169/ [k6f181 "national defense”
/k8k.vd/ [k6u.ud] "overseas”
[kbk.xve/ [kéx.x%e] “national emblem"

This process is different from Coda Nasal Assimilation, because it involves all the
features under the root node, including [+sonorant], [*continuant] etc. which are directly
associated with the root node. Therefore, this is a case of total assimilation, which involves
the spreading of the root node of an onset consonant to the dominating mora of a preceding
coda obstruent. Following is the formalization of this rule. Notice that it is not necessary to
specify the second root node as a consonant node, because after the deletion of the coda

obstruent before vowels and glides, all non-final coda obstruents that remain are followed

by consonants.
(142) Coda Obstruent Assimilation
p
Root Root
[-son]

Since the only [-sonorant] segment dominated by a mora is the coda obstruent [k], nothing

more needs to be said in the rule.
Just as the coda nasal never surfaces with a secondary place feature after place

assimilation, so too the coda obstruent never becomes secondarily articulated or aspirated
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or affricated after total assimilation. For example, /ttfk.thé/ becomes [tht.c#€é] but not

*[thich ch&]; /thi k.toheq/ becomes [thit.tctie] but not *[thitch.iche ]; /kék.ushs g/ becomes
[k6t.tst$ ], not *[k6tsh.tst5; Ablk.k"t5 g/ becomes [tB1k.k¥t5 ], not *[thik*t.k"t3]; etc. As
in the case of nasal place assimilation, this is due to the fact that aspﬁaﬁon, fricative release
and secondary articulations are salient only at the point of release. Therefore, they are not
heard until the point of release of a geminate consonant. This explains why there are no
such geminates as [thet], [tetgl, [tsts], [k¥k¥] in Nantong or in any other languages.3

Again, this is a phonetic detail that need not be represented in phonology.

4.3.5. Deletion of coda obstruent
When followed by a vowel or a glide, the coda obstruent is always deleted, as
shown in the following data.

(143) Prevocalic deletion of coda obstruent

les€k.j8/ [ts£.j8] “excerpt”
/kdk.wdy/ [k8.w§] "king"

Ntshék o/ {tsh o] "nephew"
Iesék.K/ (ts€ .1 "inquire"
/m3k.3/ [md.3] “wooden fish"

This process can be fox;malizcd into the following rule.
(144) Coda Obstruent Deletion
i

Root Root

[-slon] [+sm°“t]

3 Brian Joseph points out that geminates in some onomatopoetic words in Sanskrit are transcribed as [kbkt]
as opposed to those transcribed as [kkt]. However, it is impossible to know whether such transcriptions
represent real geminates or simply juxtaposed identical consonants, because they do not exhibit any
morphophonemic alternations.
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4.3.6. Glottalization of coda obstruent

None of the assimilation rules that affect the syllable coda may apply if the coda is
prepausal. In this case, a coda nasal surfaces as [g], which is straightforward, but a coda
obstruent surfaces as a glottal stop, which needs an explanation. The following data show
the effect of the pause (represented with a check mark “v") on the surface realization of
coda consonants.
(145) Alternations of coda consonants blocked by pause

a. Jtfig jig g ik eik/
[esE gl§EnteSnl(chic](c?]
*gold, silver, copper, iron, tin"

b. Itfig j‘ig‘/t”%g thik gik/
[es3 gl (€ gIVIeS n)[ehdc](ci?]
"gold, silver, copper, iron, tin"
c. AsrgVjigVens gV kVeik/
(er2gIVEE oIS gIVIeei 21NI12]
“gold, silver, copper, iron, tin"

As the coda obstruent is assumed to be underlyingly unspecified for place features,
it seems that we need to specify it as [constricted glottis] in order to make it a glottal stop.
However, there are reasons to believe that this is entirely unnecessary. First, the feature
[constricted glottis] is not distinctive in this language, since the glottal stop is the only
segment specified with this feature. Second, if an obstruent is placeless, i.e. produced
without supralaryngeal constriction, then the only way it can be non-continuant is by
having a temporary closure at the glottis. In other words, the coda obstruent's being
[constricted glottis] is a direct consequence of its being placeless and non-continuant.
Therefore, there is no need to specify the feature [constricted glottis]. Instead, we need to
explain why this underlyingly placeless obstruent does not surface as [k] in prepausal

positions. We can do so assuming that the place feature default rule that supplies the default
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[dorsal] feature for placeless obstruents only applies to non-final segments with a domain
bounded by pauses. Thus, we revise that rule as follows.
(146) Place Feature Default (revised)

Root Root
|

C-place
]
(dorsal]
4.4, Onset and coda lenition

In section 4.1, we have seen processes like glide deletion and onset assimilation
which occur only in toneless syllables. In this section, we examine two processes with a
similar condition. -

In normal tempo speech, a word-medial syllable flanked by two toned syllables
always loses its underlying tone, and either inherits the tonal specifications of the terminal
tonal node of the preceding syllable or receives a default tone in its surface form. For
example, the word /j§.k3g.xfi/ "man-made lake" surfaces as [j£ kbg.xf] in slow tempo,
where the only change is the underlying L becoming M in the medial syllable. In normal
tempo, however, the same word surfaces as [j4.050x§], where the medial syllable loses
its underlying tone and inherits the second half of the preceding MH tone. At the same
time, the onset stop [k] becomes a nasal [g]. Following are the waveforms of the two
surface forms of this word.

(147) Waveforms of /j£-k35.xfi/ "man-made lake" in
a. slow tempo b. normal tempo
(GE -kdn.xf51 (j&.g80.xk]

- ——

Figure 15 - Waveforms of /j§.k3g.xp/ in slow and normal tempos
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We see from these waveforms that the first two syllables both have less intensity

and shorter duration in normal tempo than in slow tempo. However, since the word-medial
syllable is the one that loses its underlying tone and undergoes lenition processes, only it
will be referred to as a weak syllable. In what follows, I will discuss the lenition processes
that occur in weak syllables. The tonal alternations will be handled in chapter V.

4.4.1. Lenition of onset obstruent

In a weak syllable, an unaspirated onset plosive# is always changed into a flap
when used after a vowel, or into a nasal when used after a coda nasal. If the underlying
onset consonant is an affricate, then the frication feature is preserved in the lenited form.
No lenition takes place if the weak syllable is preceded by an obstruent. The following table
shows the alternating forms of unaspirated underlying plosives.

(148) Lenition of onset consonants’

Undedying — p p t ¢ ts tf t¢ te¥ k k¥
After V — p p ¢ & z 3 2 F Y Y
After Vy — m m n o nz n3 nz nz" g g¥

Following are example words in which these alternations take place. Note that from
now on, each pair of parentheses in the surface phonetic transcription mark the boundaries
of a metrical foot, which is defined as a toned (strong) syllable followed by any number of
toneless (weak) syllables.

(149) Words undergoing onset lenition

fiik.kaf [(Gik.k8)] "(of) the Igs' family"
i ka/ [(1.y5)] "(of) the Lis' family"
Jai Ko/ [(ni-y8)] "(of) your family"
/n6.ka/ [(g6.v53)] "(of) my family"
fwbg.ks/ [(wd.g8)] "(of) the Uons' family"
ftig.ka/ [(tig.g3)] "(of) the Dings' family"

4 Actually, there appear to be some lenition effects on aspirated plosives and fricatives in this environment
as well. More experimental work is needed to determine what exactly these effects are.

5 Al the phonetic symbols in the first row represent flaps, i.e. short sonorant approximants, with [z 3 z 2*}
being flaps with frication.
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Nlk.ta.xa/ [(11t.t5.x5)] “standing"
Jestll ta.xa/ [(estD.cd.x3)] “sitting
ftbég.taxa/ [(th4.05.x5)] “lying"
[fig.to.xa/ [(ig.n5.x5)] "awake"
Aik.po/ [(ipp3)] "let's stand"
fistd.pa/ [(tshd.p3)] “"let's sit
fibdy.po/ [(tr§.m3)] “let's lie down"
htig.pa/ [(tfiim.m3)] "let's press”
Ip3d.paf [(p%5.p%3)] “peek a little”
[3s tdaf [(P5.093)] "suspend a little"
Jted tea/ [(te5.23)] "add a little"
Jte¥d.tev¥o/ [(tc™5.270)] "scratch a little"
hevog.¥oy/ [(te"§.nz"3)] "load a little" -
fss.af3/ [(tr5.33)] "squeeze a little"
Ifigtfin/ [(tSin.n3ig)] “soak a little"
/k¥"8 k¥o/ [(k"6.y%9)] "hang a little"
I3 9.4%00/ [(k¥3.973)] "caress a little"

The onset lenition process does not occur in a syllables that retains its underlying

(150) Words with and without onset lenition

tone, because such a syllable is not weak. Following are some contrasting pairs illustrating

e g.es/ [(tyain)(t5)] “Green Island"

cf. fftig.ta/ [(t/tin.nd)] “has become green”
Je5.t3.0/ [(c5)(t5.3)] "small knife"

cf. fg5.ta/ [(¢5.c5)] "has become small"
/nig.k3/ [(a1)(k3)] "rice cake"

cf. /nig.ka/ [(ni.9%)] "the Nins™

The onset lenition process can be understood as the articulators, which are moving
toward a target position to form an oral closure, being moved away before reaching this
target position toward the target position of the next articulatory event. Since no complete

oral closure is ever sustained, the intended stop becomes a flap.
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From the phonological point of view, the feature involved in the flapping process

can be either [+sonorant] or [+voice] or both. Since there are no voiced stops in Nantong
Chinese, it is possible to assume that flapping in this language involves spreading [+voice]
to an underlying stop, which is phonetically realized as a flap. However, this analysis must
be rejected on typological grounds, because in languages where voicing is contrastive,
flapping cannot be effected by spreading [+voice]. For example, in English, underlying
Nleeda/ "ladder" surfaces as {lzra-]. Since underlying /d/ is already [+voice] (as opposed to
underlying /t/, which is [-voice], in /lzta/ "latter”), its ﬂépping must involve some feature
in addition to [+voice]. Following Kahn (1976:99), I assume that this other feature is
[+sonorant]. '

Based on the above discussion, we formalize the onset lenition rule such that it
spreads the [+sonorant] feature from a mora-dominated root node, which is a vowel or a
coda consonant, under the strong branch of a metrical foot to a syllable-dominated root
node, which is an onset consonant, under the weak branch of a metrical foot, as follows.

(151) Onset Lenition
)

|
? [+
Rtot g{{t
L Pad ‘ Laryngeal

[+sonorant] |
[-spread]

To account for the nasalization of the onset plosive, we need another rule. Instead
of spreading the feature [+sonorant], this rule spreads the feature [nasal] from a mora-
dominated root node under the strong branch of a metrical foot to a syllable-dominated root

node under the weak branch of a metrical foot, as follows.
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(152) Onset Nasalization

4.42. Lenition of coda consonants

In addition to onset lenition, another segmental alternation applicable to weak
syllables is the deletion of its coda obstruent. Since an underlyingly toned word-medial
syllable remains toned in slow tempo but becomes toneless (weak) in normal tempo, we
may observe alternation of the coda obstruent in these different speech rates. Following are
some examples.

(153) Alternation of coda obstruent in word-medial syllables

a. Deletion of coda obstruent in weak syllables in normal tempo

/8. p8k.uf/ [(#.p8)(vf)] "two hundred and fifty"
A3 g.phdk.esék/ [(th).pd)(ts€2)] “egg white essence (protein)”
/e3ktehik.p3n/ {(ct.teti)(p3)1 "study class (seminar)"
lts3n.k6k/ [(tsSg.90)] "center country (China)"
/b g3k/ [(k20.¢3)] "science"

b. No deletion of coda obstruent in weak syllables in slow tempo
/3-.pbk.of/ &)(pdu)(uf)] “two hundred and fifty"
A3 g.phdktsEk/ [(t83)(pbét)(ts€2)]  “egg white essence (protein)”
ledk.tetiik.pd g/ [(c5t)(tebip)(p)]  "study class (seminar)”
Itsdg.kSk/ {(tsdn)(k82)] “center country (China)"
/B.e3K/ [(kB0)(c52)] "science"

This process can be referred to as coda lenition, since it occurs in weak syllables

only. Assuming as we did before that a weak syllable is dominated by the weak branch of a
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metrical foot, we can formalize a rule which deletes a [-sonorant] root node from its

dominating mora under the weak branch (the tilted branch) of the metrical foot, as follows.

(154) Coda Lenition
Root
[-son]
4.5. Summary

To recapitulate, I have divided segmental morphophonemic altemations in Nantong
Chinese into four classes: alternations of toneless morphemes, alternations triggered by the
retroflex vowel, alternations involving the coda consonants, and alternations involving
lenition. The following 13 rules have been proposed to account for these alternations:
Obligatory Glide Deletion, Optional Glide Deletion, Onset Assimilation, Place Feature
Default, Coda Nasal Deletion, Coda Nasal Gemination, Coda Deletion, Coda Nasal
Assimilation, Coda Nasal Vocalization, Coda Obstruent Assimilation, .Coda Obstruent

Deletion, Onset Lenition and Coda Lenition.

CHAPTERV TONAL MORPHOPHONEMIC ALTERNATIONS

5.0. Introduction

In this chapter, I discuss morphophonemic alternations of tones. There are three
types of tone sandhi in Nantong Chinese: progressive tone spreading, tone deletion, and

regressive tone sandhi. These will be discussed in sections 5.1, 5.2 and 5.3 respectively.

5.1. Tone spreading and tonal default

In word-final positions, toneless syllables surface as L when preceded by L or HM;
as M when preceded by LM, as H when preceded by MH, or as either H or L when
preceded by H. At the same time, word-initial L surfaces as ML, and word-initial LM and
MH surface as ML and M respectively when followed by a toneless syllable. These
patterns are shown in the following table, where boldface tonal letters represents derived
surface tones.

(155) Tonal patterns in words with final toneless syllables
Isttone 1tonelessc 2 toneless 6's 3 toneless o's

IM ML.M ML.M.M ML.M.M.M

MH M.H M.H.H M.H.H.H
H H.L H.L.L H.L.L.L

L ML.L ML.L.L ML.L.L.L
714% HM.L HM.L.L HM.L.L.L

In word-medial positions, a toneless syllable surfaces as M when preceded by L,
HM and LM, as either H or M when preceded by H, or as H when preceded by MH. At the

same time, the word-initial L surfaces as M, and LM and MH may surface as ML and M
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respectively. These patterns are illustrated in the following table, where T represents any
tone, and boldface tone letters represent derived surfaces tones.

(156) Tonal patterns in words with medial toneless syllables

1sttone 1 med toneless ¢ 2 med toneless o's

M ML.M.T ML.M.M.T

MH M.H.T M.H.H.T

H HM.T HM.M.T
H.H.T HHH.T

L M.M.T M.MM.T

HM HM.M.T - HMMM.T

In word-initial positions, toneless syllables always surfaces as M, as shown below.

(157) Toneless syllables in initial positions .
Na g8k sop/ (14 tebs s3] “on the table"

Na tghég sog/ [14 B s3] “on the wall"
Na.xa ik f3g/ [1d.x$ ¢fhiff3] "Pro is eating”
Nlaxa kbdg.sp/ [1Adxd ktd.sB] "Pro is reading"

!
The following narrowband spectrograms show the surface tonal contour of three
words with different initial tone and a toneless syllable. Note how the surface pitch values
at the end of these contours differ.

(158) Surface forms of toneless syllables

—=
a. /j5.4a/ = [(j3.03)] b. /j348/ = [(§5.08)] c. /j8aa/ = [(j5.03)]
“asked for" “circled” “pardoned”

ie. HM@ — HM.L ie. LM% -»MLM ie. MHQ - MH.H

Figure 16 - Spectrograms of surface toneless syllables

In what follows, I will show that the surface tones of toneless syllables are the

result of two separate processes: tone spreading and tonal default.
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5.1.1. Tone redistribution and tone spreading
Tone redistribution is a special kind of tone spreading. It dissociates a tone from
one syllable and reassociates it with another syllable. When a toneless syllable is preceded
by a rising tone, the toneless syllable surfaces with exactly the same pitch as the terminal
pitch of the preceding rising tone, with the rising tone losing its second half and becoming
a level or falling tone. So?nc examples follow.

(159) Surface tones of underlyingly toneless syllables preceded by rising tone
a. /MH@/ - [(MH)]

48/ [(§)1 "pardon”
/j5.ta/ [(j3.c8)] "pardoned”
/j5.ta tho/ [(j5.c5 t16)] "pardoned him"
/9.2 [(96.4)] “child"
/g6.2-. w3/ [(g6.4).wd] “childish language"
b. /AM.@/ - [(ML.M)]
i3/ (G3)] “circle"
/j3.ta/ [(j5.¢8)1 “circled”
/j3.1a tho/ ((§5.c5 thd)] “circled (around) him"
/ptdg.a/ {(ph.9)] “stick"

/pt3g.a-thdy/ {(ph0.2).t88] “stick candy (lollipop)"

The change of initial L into ML in (159b) is due to a M Insertion rule to be
discussed later. The rest of this process can be understood as a toneless syllable deriving its
surface tone from the preceding rising tone. We account for this fact with a rule that deletes
the second tonal node of a rising tone from the syllable node it is attached to, and reattaches
it to a following syllable, as shown below.

(160) Tone Redistribution

O )
,-

7/
Tonal Tonal

L H
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Notice that according to the tonal feature system we adopt, LM is a lower register LH and

MH an upper register LH. By mentioning the LH contour and omitting the register feature,
this rule applies to both LM and MH.

When preceded by a high level tone, a toneless syllable may surface as H, but may
also surface as M if followed by a toned syllable (e.g. the second syllable in /x5.ta the/ —
[(x5.c5 t85)] “gave him") or as L otherwise (e.g. the second syllable in /x5.to tho/ —»
[(x5.c3 thd)] "gave him"). These two patterns are shown m (161a) and (161b) respectively.

(161) Surface forms of underlyingly toneless syllables preceded by high level tone
a. Hg - HH

"os Al

x4/ [(x3)] give

/x5 .ta/ [(x5.05)1 "gave"

/x5 ta tho/ [(x5.c5 th6)] "gave him"

/x5.13 o peg s/ [(x5.c5 t16 p£)II(sB)]  “gave him a book”

hpal (t6.4)]1 “tripe"

Aifashdy/ [(tf.4).t88] “tripe soup"

/ef.o- 3 jBk/ [(t§.#)(s3)(j62)] “tripe cooked with meat"
b. H@ — HL, HO.T - HM.T

fx3/ f(x5)] "give"

fx5.ta/ [(x3.03)] “gave"

/3 43 tho/ [(x5.c3 tho)] "gave him"

/x5.4a tho peg s/ [(x5.03 83 pE)II(sB)]  "gave him a book"

It/ ({7 X)) "tripe”

Af.a-thog/ [(tf.2).thg ] “tripe soup”

Mpo 38K/ L(th.3)(s3)(j62)] “tripe cooked with meat"
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Neither Tone Redistribution nor Tone Spreading takes a toned syllable as the target

of tone spreading, as shown in the following data.

(162) No tone spreading to toned syllables
/matd/ [(mdt3)] *[(m4t3)] "buy knife"

of. /mé.ta/ [(mé.c8)] “"bought"
/mbd/  [(mbd)] *(mb8)] “grind knife"
cf. /mb.ts/ [(m8 ¢5)]  “ground”

Note in particular that if a syllable is the target of tone spreading, it also undergoes
onset lenition as we discussed in chapter IV, Othcrwisé,-if the syllable does not undergo
lenition, it is not the target of tone spreading either. We have shown that lenition occurs in
toneless syllables which are dominated by the weak branches of a metrical foot. It follows
that the two rules Redistribution and Tone Spreading must apply within a metrical foot, i.e.
a toned syllable followed by some toneless syllable(s). The following sample derivation
shows how the surface tones of some toneless syllables are derived with these two rules.

(163) Sample derivation of surface tones with Redistribution and Tone Spreading

The surface tone of toneless syllables in (161a) is the result of tone spreading from
the preceding syllable, as is formalized in the following rule. This rule is optional, because
toneless syllables preceded by the high level tone do not always surface as H. Furthermore,
when this rule applies, it applies to all toneless syllables preceded by a H level tone within
the same domain. In other words, partial application resulting in *[(x5.cé t43)] "gave him"

is not possible.

o o IG c
Tonal Tonal Tonal
7
Input [+upper] [+upper]
fj5.ts/ /x5 s/
o
Tonal Tonal
L H
Tone Redistribution (+upper] —
[(j3.c3)]
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(o (o}

e
d

Tone Spreading — [+upper]
[(x5.c3)]

Output [(33.c5)] [(x5.5)]

5.12. Tonal default
When Tone Spreading does not apply, the toneless syllable preceded by H gets its
surface tone by default, which is lower register L (=L) word-finally and upper register L
(=M) otherwise, as shown in (161b). The tonal default rule can be formalized as follows.
(165) Tonal Default
c
]
]
ToPal
t
L
A surface tonal node must have a register feature in order to be properly interpreted,
therefore, some register feature default rules are also needed. Since the default L tone is
lower register L word-finally, and upper register L word-medially, I propose that one
register default rule inserts a [-upper] feature on a word-final registerless tonal node, and
another one inserts a [+upper] feature on other registerless tonal nodes. Since the first rule

is more specific, it applies before the second by the Elsewhere Condition. Following are

the formalization of these rules.
(166) Register default rules
Final Register Default Register Default
Tolnal ] ® T?nal

{ |

[-upper] [+upper]
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Notice that the same set of tonal and register default rules also account for the
surface M tone of underlying toneless syllables in word-initial positions, as shown in
(157). Furthermore, the surface tones of toneless syllables preceded by HM or L can be
derived by the same set of tonal default rules, since they are also lower register L word-
finally and upper register L word-medially, as shown below.

(167) Surface forms of underlyingly toneless syllables preceded by HM or L
a. HM.@ —» HM.L

58/ (§ED)| "ask for" - -
/j8.ta/ [(j5.c3)1 "asked for"
.o/ {(tag.2)] “rabbit"
Abf.o-phs/ {(tbf.2).p"%) “rabbit fur"
b.L.% - ML.L
/s&/ [(s&)] “receive"
/s&.ta/ [(tse.r3)] "received"”
/xd.2/ [(x6.8)] "shrimp"
/xd.2-110y/ [(x0.2+).t83] “shrimp soup”

In the above data, the low level tone surfaces as ML instead of L, e.g. /s¢/ —
[(s8)] "receive” and /se.ta/ — [(ts8.r3)] "received”. In addition, we have seen earlier that
the low rising tone LM surfaces as MLM instead of LM, e.g. /34 = [(§3)1 "circle” and
fj8.ta/ = [(§5.08)] "circled". Since no toned syllable may start with a low tone, we can
view the insertion of an initial mid tone in syllables with an underlying L or LM tone as the
result of a rule of phonetic implementation, which inserts a high tone in front of a lower
register low tone, as formalized below.

(168) M Insertion
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To ensure that the new tonal node is specified for a register feature, this rule will be

followed by a rule that spreads a register feature already in the syllable to every tonal node
in the same syllable, which produces in this case [-upper] H, i.e. M. Such a register
spreading rule can be formalized as follows.

(169) Register Spreading (mirror image)

To/}}xal

[Fupper]
Below is a sample derivation showing how these rules apply.

(170) Sample derivation of default tones

P T
Tonal Tonal Tonal
N N
Input {+upper] [+upper] {-upper]
hfo/ hfaaldg/
'0 o o]
Tonal Togal Tonal
N
M Ins. & Reg. Spread. — [+upper] [-upper]
Af.a-t8dy/
o o
Tonal Tonal Tonal Tonal Tonal Tonal
AN AN AN

Tonal Default

H L
[+upper]

H L H L
[+upper] {-upper]

Final Register Default

Register Default

5.2. Tone deletion
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o 9

Tonal Tonal
L
[+upper] [-upper]
{(tf.2)]
o
Tonal Tonal To\rial Tonal
I\H I\L NL
[+upper] [+upper] [-upper]
[(tf.2-).th3]

We have shown that underlyingly toned syllables cannot be the target of tone

spreading. However, in normal tempo speech, the second syllablé of a trisyllabic word

always loses its underlying tone and may become the target of tone spreading, as is evident

in the following data and narrowband spectrogram.

(171) Loss of underlying tone and subsequent tone spreading in normal tempo speech

fi€n.k3gxp/
/ph% e .phlig/

cf. disyllabic
fj€gk3g/
/phs.ed/

cf. slow tempo speech
fiEg.kd3gxp/
/ph%.d.phliy/

[(j¢.050)(xB)]  “man-made lake"
[(ph$.c4)(pb)]  "leather belt wheel”

[GE)KS) "man-made”
[(pt%5)(c4)] "leather belt"

[(j£)(kbg)(x§)]  "man-made lake"
[(ph%)(td)(pt)]  “leather belt wheel"
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(172) Narrowband spectrograms of /j§.k3gx}/ in normal and slow tempo

(GE) (ko) (xB)

Figure 17 - Narrowband spectrograms of /j£.k¥g.x}§/ in normal and slow tempo
The interesting fact is that the medial syllable that loses its underlying tone becomes
not only the target of tone spreading, but also the site where lenition processes take place.
Since lenition processes take place under the weak branch of a metrical foot, tone deletion
can also be thought to occur in that position. Based on these observations, we can construct
a tone deletion rule as shown below.

(173) Tone Deletion
9

AN

g O

Tonal
We assume that in disyllabic words and in slow tempo polysyllabic words, every toned
syllable constitutes a metrical foot by itself. Since no toned syllable is under the weak

branch of a foot, tone deletion never occurs in such cases, as shown below.

(174) Different foot structures
a. disyllabic b. slow tempo c. normal tempo
o ¢ % ¢ ¢ ¢ ¢

L [ N
g o 6 GO G 6 O
[GE)(k30)] [(j&)(k3n)(xB)] [(j€-050)(x})]

Tone Deletion, Onset Lenition etc. apply here
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Thus, the derivation of the surface form of /j£ g.k3gxf/ “man-made lake" in normal

empo can be shown as follows.
175) Sample derivation of /j€n.kdgx}/ “man-made lake" in normal tempo
Underlying Tone Deletion  Onset Lenition Tone Redistr.  Nasal Vocal.

¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
N N IO N N |

0 0 C 0 0 C G 6 O G G O G 6 O
fiEgkdgxp/ [(j¢g.kan)xB]  [GEg.ge0)xf] [Gég-p30)xBl  [(j&-050)xk]

i.3. Regressive tone sandhi
A toned syllable may undergo certain tonal changes when it is followed by another

oned syllable. This kind of tonal change is referred to as regressive tone sandhi. In word-
nitial positions, an underlying LM surfaces as M if followed by an upper register tone (H,
ViH or H), or as MH if followed by any other tone; an underlying MH surfaces as Mif
ollowed by a high level tone (H or H); and an underlying L surfaces as M when followed
yy any other tone. The surface forms of word-initial syllables are summarized as follows.
'176) Tonal alternations of word-initial syllables preceding a toned syllable

Init. syl. LM -L -HM -MH -H -H
MHMLM MHML MHHM MMH MH MH
MMIM MML MHM MMH MH MH
MEMIM MHML MHHM MHMH MH MO

HMIM HML HHM HMH HH HH
HMLIM HML HHM HMH HH HH

|:n:x:§§r~:§-

In word-medial positions, an underlying LM surfaces as MH if followed by a lower
egister tone (L or LM) or as ML if followed by any other tone; and an underlying L
srfaces as M when followed by any other tone, just as it does in word-initial positions. If
he word-medial syllable precedes a toneless syllable, the regular tone redistribution or tone

spreading processes are observed. The following table shows these alternations.
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(177) Tonal alternations of word-medial syllables

a. preceding a toned syllable

MedT -IM -L -HM -MH -H -H
IM TMHMLM TMHML TMLHM TMLMH TMLH TMLH
L TMMIM TMML TMHM TMMH TMH T.M.H
HM THMMLM THMML THMHM THMMH THMH THMH
MH TMHMLM TMHML TMHHM TMHMH TMHH TMHH
H THMLM T.H.ML THHM THMH T.HH T.HH
H THMLM T.HML THHM THMH THH THH

b. preceding a toneless syllable

MedT -IM -L -HM -MH -H -H
IM TMHMM TMHM. TMLMHM TMLMMH TMLMH TMLMH
L TMMMM TMMM. TMMHM TMMMH TMMH TMMH
EM TEMMMM THMMM. THMMHM THMMMH THMMH THMMH
M4 TMHMM TMHM. TMHHEM TMHMHA TMHH TMHH
H THHMM THHM. THHHEHM THHMH THHH THHH

THMMM THMM. THMHM THMMI THMH THMH

H THHMM THHM. THHHM THHMH THHH THHH

A special alternation involves the underlying LM surfacing as H in syllables with a
coda obstruent, except when such a syllable is word-initial and followed by a sonorant, in
which case it remains as LM and falls into all the alternation patterns of a regular LM. In

what follows, I will offer a more detailed discussion of all these alternations.

5.3.1. Initial decontour and initial register raising
In word-initial positions, an underlying LM surfaces as M if followed by an upper
register tone (MH, H or H), as shown below. Notice that the falling tone HM cannot be

underlyingly specified with an upper register feature, since it does not trigger this process,

as shown in (178b).
(178) Tone sandhi of syllable-initial LM before upper register tones
a. /thigaf/ [(ee)(EN “electric stove”
/thig.jig/ [(t1)(jin)l "electric image (movie)"
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/finig1ik/ [(eh))(112)1 “electric power"
cf. Abig/ [(tt1)1 “electricity”
b. /tin.s/ [(e#)(sE)] “electric view (television)”

This process does not occur if the word-initial LM is separated from the upper
register tone by a toneless sylable, either underlying or derived. What happens instead is
the insertion of a M tone before the initial L and the redistribution of the M following L to
the toneless syllable, as shown below.

(179) Initial LM fails to become M when followed by toneless syllable
/x3g.tsz.ts6k/  [(x§.tst)(ts62)] “oatmeal porridge"
/il g.xv3.5 0/ [(t8].x*8)(¥)]  “telephone operator”
/iblgx*3.wby/  [(th}.x*8)(w§)] "telephone network”
igx¥dectn/  [(th}x%o)(¢i)]  “telephone line" '

At first sight, it appears that this process can be accounted for with a rule which
deletes the first tonal node of the underlying LM. This means that the resulting M is a lower
register H, since LM is lower register LH. However, as we see from (176), a word-initial
lower register tone always becomes a tone that can be characterized as an upper register
tone. This suggests that the lower register tone is prohibited in word-initial positions, and
is probably the underlying phonetic motivation for all the sandhi processes that affect word-
initial lower register tones. Such a generalization would become impossible if we allowed a
lower register tone to remain in the word-initial position of the output of a phonological
rule. For this reason, we will adopt a different analysis, which accounts for this process
with two rules. The first deletes the second tonal node of the low rising tone followed by
an upper register tone in an adjacent syllable, as follows.

(180) Initial Decontour
(o] 4]

8

Tonal Tonal Tonal

L H
[-upper]  [+upper]
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Notice that HM does not trigger this rule, since underlyingly it is not specified for register

features, The output of this rule feeds into a second rule, which deletes the feature [-upper]
from any non-final tonal node, as shown below.

(181) Register Deletion
o o

To Tonal

[-upper]
There is independent motivation for the Register Deletion rule, since an underlying
lower register L always surfaces as M preceding another tone, as the following data show.

(182) Tone sandhi of word-initial L

fea3/ [(t&)(tr3)] “flying machine (airplane)"

HeaEy [re)(ENn “flying wheel"

/e ttig/ [(£&)(thig)] “flying boat (blimp)"

/f2.j5/ [(re)(js)N “flying and leaping"

A3y [(£8)(c3)] “flying bullet (missile)"
cf. /f&/ [(£&)l “"fly"

After Register Deletion, the tonal node deprived of the register feature will obtain its
surface register feature by the register default rules discussed earlier, as shown in the

following sample derivation.

(183) Sample derivation of word-initial LM becoming M

Underlying Init. Decontour Reg. Deletion Reg. Default
o (] o (] [v] o
Tonal Tonal Tonal Tonal Tonal Tonal
| | r r ) M |
[-upper][-upper] — {-upper]  [+upper][-upper]
/fe.f3/ ffexf3/ geaf3/
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Underlying Init. Decontour Reg. Deletion Reg. Default
o o o o o c c G
To&nal ToIna.l Tolnal Tolnal Tc!nal T(lnal Tolnal chnal

L L . L r{] L
[-upper] {+upper] [-upper] [+uppet] [+upper]  [+upper][+upper]
Ahig.jin/ /thigjig/ Abigjig/ /thig.jig/
A word-initial LM surfaces as MH instead of M when followed by a tone which is

not an upper register tone, as shown below.

(184) Tone sandhi of word-initial LM before tones other than upper register tones

/igelg/ [(thL)eiN "electric wire"

Abigany/ (et )(thi)] "electric ladder (elevator)”

Jthi g xv3/ [(t])(x¥8)] “electric speech (telephone)"
cf. Ahig/ [(t%)] “electricity”

Like initial decontour, this process also does not occur if the second syllable is
toneless either underlyingly or by Tone Deletion in normal tempo speech, as shown in
(179) copied below.

(179) Word-initial LM fails to become MH when followed by toneless syllable
/x3g.ts7.456k/  [(x3.ts2)(ts62)] “oatmeal porridge”
/tig.x¥3.5 o/ [(t6] .x*8)(%)]  “telephone operator"
/igxd.wéy  [(t#].x*0)(w§)] “telephone network”
migx®delns  [(eh1.x"8)(s1)) “telephone line"

The Register Deletion rule in (181) requires that the target tonal node be followed
by a tonal node linked to an adjacent syllable. Since a contour tone is represented with two
tonal nodes linked to the same syllable, the register feature on the first of the two tonal
nodes cannot be deleted by Register Deletion. Moreover, Register Deletion applies in both
word-initial and word-medial syllables as long as they are followed by some other tone, as
shown in (185a), but LM does not always become MH in word-medial syllables (in slow

tempo), as shown in (185b).
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(185) Lower register tones in word-medial syllables
a. Meagfashby  *L(T&)(es3)(tstEg)] [(£8)(es5)(tstBg)] “airplane field (airport)”
/feaf3.pits/ *[(£&)(ef3)(p18)]  [(£)(tf3)(p#8)) “airplane ticket"
b. Atigx¥d.Fu/ [(e)(x™8)(E)]  *[(er{)(x"8)(¥)] “telephone operator”
figxvd.wéy  [(W)(x"8)(WE)] *[(tt{)(x"6)(w§)] “telephone network"
figaxmdelg  [(BENx"8)(cL)]  *[{cbL)(x"6)(¢i)] “telephone line"

For these reasons, I propose a more specific register deletion rule to handle the
change from LM to MH. This rule deletes the [-upper] feature of a word-initial LM tone
followed by a tonal node of an adjacent syllable, as formalized below.

(186) Initial Register Deletion |

9 (9

Tonal Tonal Tonal

L H
{-upper]

The same set of register default rules will supply the output of this rule with the
correct surface register feature [+upper], as shown in the following sample derivation.

(187) Sample derivation of word-initial LM before tones other than upper register tones

Underlying Init, Reg. Del. Register Def, & Reg. Spread.
8 [+ [ [+ (2 (¢}
To&nal TJnal To@nal Tolnal Toé}onél Tolnal
L/I }( L/I L/ H/ L/I | ¥ L
{-upper] [-upper] [-upper] [+upper] [-upper]
Abig.ehy/ fthig.ahl/ /tig.ehy/

To ensure that only grammatical forms are generated by these rules, we must apply
Initial Decontour first, Initial Register Deletion next and Register Deletion last, as shown
below.

(188) Order of word-initial decontour and register deletion rules
Underlying Representation /eigdfs/ ftigeig/ He.js/
Initial Decontour [(thy)(1EN - —
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Initial Register Deletion — [(evL)(ei] —
Register Deletion [(tbL)(1B) — [(f&)(j5)1
Surface Representation [(tBL)(1§)] [(BL)(ei)d [(f&)(j8)1
Gloss electric wire"  “electric stove" "flying and leaping"

5.32. Register dissimilation and non-initial decontour of LM
Another instance where LM becomes MH is when LM is followed by a word-final
lower register tone L or LM, as shown below.

(189) LM becomes MH when followed by word-final lower register tone
a. Slow tempo

fig.xvd.er3/ [{tt] ) (x¥6)(ts3)] "telephone machine"
il g.x%3.php/ (et ){x"6)(ptR)] “telephone book”
cf. /thig.x¥3.¢c1y/ (e ) (x¥6)(¢1)1 "telephone line"
b, Normal tempo
/el g.x¥8.t63/ [(try.x¥6)(tf3)1 "telephone machine”
At g x%3.phy/ {(tvg x¥6)(phR)] “telephone book"
cf. /thig.x"d.cin/ [(thy .x"6) (el )] “telephone line"
¢. Normal tempo
£thY g.xv3 . xv&.3/ [(th]x%6)(x*E)(3)] "telephone conference”
cf. /tbig.x¥3.x3.mé/ [(tby . .x*6)(x5)(mé)] "telephone number"

fesbY h3g.ehY 0.xv8.003/ [(tsb2.thg)(thL.x¥6)(¢f3)] “automatic telephone machine”
cf. /st¥.eo3g.e8g.xvd.wg/ [(eshR.thdg)(eh].x™6)(wd)] “automatic telephone netwo "

In (189a), the change from LM to MH in the second syllable cannot be due to Initial
Register Deletion (186), because the syllable involved is not word-initial. In (189b), where
the second syllable loses its underlying tone due to Tone Deletion, the change from LM to
MH in the first syllable before Tone Redistribution (160) cannot be due to Initial Register
Deletion either, because the latter does not apply if the the target syllable is followed by a
toneless syllable, as shown in (179). Since the change of LM into MH in this case is
triggered by a lower register tone (L or LM), we may refer to this process as register
dissimilation. The data in (189c) show that register dissimilation only occurs in a

penultimate foot. In other words, this process is triggered by a word-final lower register
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tone. Notice that HM does not trigger this rule, because underlyingly it is not specified for

any register features. Following is the formalized rule accounting for this process.
(190) Penultimate Register Dissimilation
Tonal

[-upper] [-upper] |,

Since the change from LM to MH is not blocked by toneless syllables, as shown in
(189b) and (189c), this rule does not require the target ton;al node to be followed by another
tonal node.

The change from LM to surface ML, as in the third syllable of /i g x%3 x3.mb/ —
[(t1} x"6)(x5)(m8)] “telephone number", is due to a process that deletes the second tonal
node of LM and thereby changes it into L before any other tone, as formalized below.
(191) Non-Initial Decontour

o o
Tonal Tonal Tolnal
L H
[-upper]

Non-Initial Decontour and Initial Decontour both delete the second tonal node of the
lower register rising tone LM. Like Initial Decontour, Non-Initial Decontbur also fails to
apply if LM is followed by a toneless syllable, so that underlying festd b3 g.ahig.x"3 . wh/
“automatic telephone network” surfaces as [(tst2.th3 g)(th}.x¥d)(wg )], but not as
*[(tshy.thdp)(tH] x"d)(w$ ). This fact is incorporated into both rules by requiring the target
of each rule to be followed by another tonal node in an adjacent syllable.

In spite of their apparent similarities, there are two important differences between
Non-Initial Decontour and Initial Decontour. First, Non-Initial Decontour is triggered by a
‘ following syllable with any tone (actually H, H, MH and HM), while fnitial Decontour
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must be triggered by a following syllable specified with an upper register tone (i.e. H,
and MH). Second, the output of Initial Decontour feeds into Register Deletion so it
becomes M (e.g. /itig.wég/ — [(t81)(w§)] “electrical net"); whereas the output of Non-
Initial Decontour does not feed into Register Deletion to become M, but it feeds into M
Insertion to become ML (c.g. fbigx™d.wog/ — [(tL)(x"6)(wg)] but *[(eh])(x¥0) (W )]
“telephone network™). To‘ account for this fact, Initial Decontour must be ordered before
Register Deletion while Non-Initial ordered after Register Deletion. In addition, Penultimate
Register Dissimilation must be ordered before Non-Initiél kegister Deletion, since it applies
to medial syllables which may otherwise undergo the latter rule.
To sum up, I have proposed six regressive tone sandhi rules, including two register
deletion rules, two decontour rules, a register dissimilation rule and a M tone insertion rule.
These rules apply in an order illustrated below.

(192) Order of initial and non-initial decontour rules and other tonal rules

Underlying Representation /ilg.woy/ Jiig.x"3.woy/ Jitig.x¥3.phi/
Initial Decontour (a1 )(wé)] — —

Initial Register Deletion — () (x"3)(wg)]  [(t8])(x*3)(pt§)]
Penultimate Register Dissim. — — [(eHL)(x%6) (ptH)]
Register Deletion [t} (wd)] — —
Non-Initial Register Deletion — (L )(x¥o)(wi)l —

M Insertion — (1) (x™8)(wg)]  [(tHL)(x~6)(puR)]
Surface Representation [(trg)(wg)] () (x"8)(wg)] L) (x"6)(p"})]
Gloss "electric net”  “telephone network” “telephone book™

5.3.3. Obstruent-induced upper register

When used in a syllable with an underlying coda obstruent, a low rising tone LM
may alternate in exactly the same way that it does when it is used in other syllables. It
surfaces as M word-initially when followed by an upper register tone H, H or MH, as in
(193a). It surfaces as MH word-initially when followed by a non-upper register tone or

word-medially when followed by a word-final lower register tone, as in (193b). And it
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surfaces as ML in non-final positions, as in (193c), provided that the speech rate is normal

or fast, and provided that the underlying coda obstruent either deletes before a following
vowel or glide, or assimilates to a following sonorant consonant. Following are some

examples.

(193) Alternation of LM in obstruent-final syllables followed by a sonorant

a. /3k.15k/ [(161)(162)1 "six-six"
A3kIig/ (10 (tEg) “six-zero"
Ndk.vfs/ {(18)(vp) "six-five"

b. N8k.jik/ [(18)Gi? “six-one"
N3k.3Y [(18)(#) "six-two"

c. /idk.uf.ldk.uf/ [(18.u8)(18)(uf)] “six-five-six-five"
NSk 1dkIiy/ [(18.0$)(18)(1%g)]  "six-five-six-zero"

If the coda obstruent of the syllable to which LM is linked is not deleted or
assimilated to a sonorant, then LM surfaces as H, as shown in the following examples.

(194) Alternation of LM in obstruent-final syllables not followed by a sonorant

Ndk.sdy/ [(16s)(s3)] “six-three”
Ndk.s§/ [(16s)(s4)] “six-four"
N3k.psk/ [(16p)(p52)} “six-eight”
N3k.tey/ [(16t){tey )] "six-nine"
N3k.sek/ [(16s)(s£2)] "six-ten"

N3k.s3n.18k.s8/ [(165.53)(165)(s4)] "six-three-six-four”
N3k.pSkidkacy/  [(18p.ps)(16t)(tc§)]  “six-eight-six-nine"

In slow tempo speech, LM always surfaces as H, even if the coda obstruent of the
syllable it is linked to is deleted or assimilated to a sonorant, as the following data show.

(195) Alternation of LM in slow tempo obstruent-final syllables

AdkI3k/ [(161){162)] “six-six"
/N3k.15n/ [(161)(15 )1 “six-zero"
N3k.up/ [(16)(vf)] “six-five"
Adk.jik/ [(18)Gia "six-one"
N3k.8/ [(16)(&N "six-two"
A3k ISKISK/ [(161)(161)(162)] "Six-six-six"

/2 18k jik/ [(#)(18)(ji?N "two-six-one"

126
It thus appears that in most cases LM surfaces as H in obstruent-final syllables. We

account for this process with two rules. One rule assigns a [+upper] feature to a rising
contour associated with an underlying obstruent-final syllable, i.e. with a syllable node
which dominates a mora which dominates a [-sonorant] root node, as shown below.

(196) Register Insertion
3]

Tonal Tonal r
/1 Root
L // H
‘ [-son}
[+upper]

The upper register feature inserted by this rule can be considered as induced by the
obstruent coda consonant, and is therefore not arbitrary. The second rule deletes the first
tonal node of a rising contour associated with an underlying obstruent-final syllable, as
shown below.

(197) Obstruent-Induced Decontour
o

Tonal Tonal Tl
Root

L [-son]

In order to always generate the correct surface forms, itis necessary to order these
rules differently relative to Coda Obstruent Deletion and Coda Obstruent Assimilation in
slow and normal tempos. Thus, in slow tempo, Register Insertion and Obstruent-Induced
Decontour apply before Coda Obstruent Deletion and Coda Obstruent Assimilation, and
therefore they apply to every syllable that has an underlying coda obstruent, as shown in

the following sample derivation.



(198) Sample derivation of A13k.uf/ — [16.uf] “six-five" in slow tempo

Underlying Reg. Ins. & Obs. Ind. Del. Coda Obs. Del.
[—73«1 [éxylper] [+upper] [l?me ;?per] {+upper]
Tonal Tonal Tonal Tolnal Tolnal To'nal Tolnal
f AN A
Root Root Root Root Root Root Root Root Root Root Rcl)ot
[+son]+son)-son] [+son] [+son]+son]-son] [+son] [+son)Y+son] [+son]
n d k. ufs/ A 6 k vp/ n é. ot/

In normal tempo, on the other hand, Register Insertion ‘and Obstruent-Induced
Decontour apply after Coda Obstruent Deletion and Coda Obstruent Assimilation, and
therefore they only apply to those syllables that retain their underlying coda obs&uent
because they fail to undergo Coda Obstruent Deletion or Coda Obstruent Assimilation. This
is shown in the following sample derivation .

(199) Sample derivation of A3k.uf/ —» [16.uf] “six-five" in normal tempo

Underlying Coda Obs. Del.

[-upper] [+upper] [-upper] [+upper] [+upper] [+upper]}
AT A A A

Tonal Tonal Tonal Tonal Tonal Tonal Tonal Tonal
] s |

Root Root Root Root R Rilot Rilot R«l)ot Rilot Rilot

[+sonY+son])-son] [+son] [+sonI+son] [+son] [+son]+son] [+son]
n s k o/ A 3. up/ n 4. uf/

In addition to their ordering relative to segmental rules such as Coda Obstruent

Deletion and Coda Obstruent Assimilation, Register Insertion and Obstruent-Induced

Init. Decont. & Reg. Del.
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Decontour must also apply before all other rules of tonal alternations. This is because the

short high level tone H produced by Register Insertion and Obstruent-Induced Decontour
always patterns with underlying upper register tones MH and H in triggering other tonal
processes such as initial decontour. On the other hand, if Register Insertion and Obstruent-
Induced Decontour do not change an underlying LM into H, then the surviving LM will
undergo all other tonal processes that affect LM. The following table shows the ordering of
Register Insertion and Obstruent-Induced Decontour with other tone sandhi rules.

(200) Order of initial and non-initial decontour rules and other tonal rules

Underlying Representation N3k.3"/ Ndk.sg/ /13k.18k/
Coda Obstruent Assimilation —_ Nds.s2/ ASLISK/
Coda Obstruent Deletion 8.8/ — - —
Coda Obstruent Glottalization — — 161182/
Register Insertion — Nés.sg/ 51162/
Obstruent-Induced Decontour — Nés.sg/ /101.162/
Initial Decontour —_ — 81162/
Initial Register Deletion Nné.a/ — —
Register Deletion — _ — 61162/
M Insertion Nn6.8/ — 61162/
Surface Representation [(18)(#)] [(165)(s%)] [(181)(162)]
Gloss "six-two" "six-four” "six-six"

5.3.4. Decontour of upper register rising tone

The upper register rising tone MH becomes M when followed by H or H, as shown

in the following data.
(201) Decontour of MH before Hor H
fxtigvé/ [(x0)(s¥é)] "river water"
/tstg _jik/ [(tsh)(Gi] "tea leaves”
AtSg.c3k/ [(thd0)(c52)] "co-student (classmate)"

/3. p6kiig.og/  {($.8)(1ig)(u§)]  “two hundred and five"
/3. p8kligldk/ [(&.p0)(111)(162)]  "two hundred and six"

Unlike LM, MH does not become M before MH, as the following data show.
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(202) Invariance of M before MH

/x6.5/ [(x6)(%)1 “river fish"

fshé xf/ [(tsh8)(xB)1 "tea pot"

Ah5g.mé/ [(thsm){mé)] "co-conspirator (accomplice)"
cf. /xUaniy [{(x4)(ni)} “New Year's greetings"

A3xp/ 1(§3)(xH)N "night pot"

/kbSg.mé/ ((kBSm)(mé)] “conspirator”

If the upper register rising tone is followed by a toneless syllable, it does not
decontour, as shown in the following examples.

(203) No decontour of MH followed by toneless syllable
/g6.o-wd/ {(gb.#)(wd)] *[(gd.a)(wd)] "childish language"
Ash8 jkat3g/  [(esBO.i)(eh3)]  *[(tsho.ji)(t83)]  “eggs cooked with tea”
fEgk3gxl/  [G4.080)(xB)]  *(&.0d0)(xB)] "man-made lake"

Based on these observations, the rule for decontouring the upper register rising tone
can be formalized as follows.

(204) High Rising Decontour
o o

Tonal Tonal Tonal

L H H
[+upper] {+upper]

Notice that HM does not trigger this rule, because underlyingly it-is not specified
for register features. Also notice that since this rule is triggered by the short high level tone
H produced by Register Insertion and Obstruent-Induced Decontour, it must be ordered
after these two rules. No ordering is necessary between this and any other rules of tonal

alternation. Following is a sample derivation with High Rising Decontour.
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{205) Sample derivation with High Rising Decontour

Underlying High Rising Decontour
c Ts r c
Tonal Tonal Tonal Tonal Tonal
L H H L H
[+upper] [+upper] {+upper] [+upper]
it cvé/ [(x4) (s7é)]
5.4. Summary

By now, I have discussed all the possible tonal alternations in Nantong Chinese.
Fifteen rules have been proposed to account for these alternations. These include Tone
Redistribution, Tone Spreading, Tonal Default, Final Register Default, Register Default, M
Insertion, Tone Deletion, Initial Decontour, Register Deletion, Initial Register Deletion,
Register Dissimilation, Decontoul;, Register Insertion, Obstruent-Induced Decontour, and
High Rising Decontour. Many of these rules refer to the metrical foot or the word boundary

in their structural descriptions. These entities will be discussed in greater detail in the next

chapter.



CHAPTER VI PROSODIC DOMAINS OF RULE APPLICATION

6.0. Introduction

A span of segmental material in which a phonological rule applies is a domain of
rule application. In this chapter, I will show that at the word level, the domains of various
phonological rules in Nantong Chinese can be defined by ﬁlc prosodic constituents metrical
foot and phonological word. I will justify the existence of these prosodic constituents in
6.1, and I'will explain in 6.2 how they are constructed as a function of speech tempo and
how various rules apply in the domains they define. Prosodic constituents at higher levels,

i.e. phonological phrase and intonational phrase, will be discussed in chapter VIL

6.1. Prosodic hierarchy at the word level

The existence of the prosodic hierarchy is not always self-evident. In fact, it has
been quite controversial in the literature whether the domain of a phonological rule, i.e. the
segmental material involved in a phonological process, corresponds to a constituent of the
prosodic hierarchy or to one of the morphosyntactic hicrarchy. Shih (1986) argues that the
tone sandhi process in Mandarin by which LM becomes MH before another LM “operates
on 'prosodic' structures, which are sensitive to but by no means isomorphic to syntactic
structures”. Chan (1980) argues that the dominant syllable of a tone sandhi domain in
Fuzhou Chinese correlates to the head of a syntactic constituent, but Chan (1985) shows
that tonal alternations in the same language are conditioned by stress, which is a derivative
of the prosodic structure. Chen (1987), on the other hand, argues that the domain of tone
sandhi (or tone group) in Xiamen Chinese can be formed with direct reference to syntactic

information, such as XP, head, adjunct and the c-command relationship.
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From the various segmental and tonal morphophonemic processes that have been

studied so far, we can see that Nantong Chinese has a richer and more complicated
phonological system than both Mandarin and Xiamen. Therefore, it is a good test case for
the existence of the prosodic hierarchy. To find out whether such a hierarchy exists in this
language, we can use the phonoldgical rules that we uncovered in the previous chapters as
diagnostic tools. Thus, given a sequence ABC, if one or more rules apply within AB but
no rule applies within BC, then AB should be considered a domain. If such domains are
consistent with prosodic constituents but are at odds with morphological or syntactic
constituents, then we have evidence that there is a prosodic hierarchy which is independent
of the morphosyntactic hierarchy. To ensure that possible influences on rule application
from prosody are not mixed with those from morphology, I start by using morphologically
simple words including transliterations of foreign names. These words are as good for our
purpose as those composed of juxtaposed monosyllabic morphemes such as sequences of
monosyllabic numerals, because each syllable of these foreign names is represented with a
Chinese character which has a unique underlying segmental and tonal representation. We

will discuss patterns of rule application in morphologically complex words in chapter VL.

6.1.1. The metrical foot
The notion of the metrical foot has been used all through chapters IV and V. A

metrical foot in this language consists of a toned syllable followed by any number of

toneless syllables. Many rules of segmental and tonal alternation make reference to the

metrical foot. Specifically, Tone Redistribution and Tone Spreading both apply within the
domain of a metrical foot (from a toned syllable to toneless syllables), M Insertion applies
under the strong branch of a metrical foot, while Tonal Default and Tone Deletion apply
under the weak branch of a metrical foot. For example, in fast tempo speech, Tone Deletion

applies to every non-initial syllable within a metrical foot, as shown in the following data.
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(206) Domain of tone deletion in fast tempo

Jué.nd gvé 15/ [(vé.aé.cve)(15)] "Venezuela"

/t859.s89.n1.j5/ [(t15 .s4.n1)(j5)] "Tanzania"

/3.3 g2 {(#.&.F)&) v2-2-2-2"

/sdg.sd3g.55g.s5g/ [(sd.s4.53)(s3)1 "3-3-3-3"

/% 0.52.13 13/ [(ny s£15)(TR)] "Yugoslavia"

/mS.1ih5k.n1.j5/ [(md.11.t85.01)(j3)] “Mauritania“

133833 [(5.4.4.4)M) "2-2-2-2-2"
/s3g.530.53g.s30.830/  [(sd.sd.54.59)(s3)] "3-3-3-3-3"

More importantly, lenition rules, such as Onéct Lenition which changes an
unaspirated onset plosive into a flap after a vowel or into a nasal after a nasal, Coda
Lenition which deletes a coda obstruent, etc. always apply under the weak branch of the
metrical foot.

As a domain of rule application, the metrical foot is purely prosodic and has nothing
to do with morphology or syntax. For example, none of the metrical feet in the following
data correspond to any morphological or syntactic unit.

(207) Polysyllabic words in normal tempo

/pd.ivé.j3/ [(pY.1i)(vé)(j5)] "Bolivia"

/i3 11.s8g.n3k/ [(j3.11)(sd)(a32)] “Arizona"

[at.at a8 [(&.)(F)(F) "2-2-2-2"
/sd3g.s3g.53 .53/ [(sd.53)(s3)(s3 )] "3-3-3-3"
/pd.ai.nf.f3.33/ {(pd.11)(nd.f5)(j3)1 "Polynesia"
/i8k.xUg.nd.s2.pd/ [(j3x.x1)(né.st)(pb)] "Johannesburg"
(3.3 2.2 3 [(&.3-)(#. &) (&) "2-2-2-2-2"
/s3g.83g.53n.530.s39/  [(sd.s3)(sd.53 }(s3)] "3-3-3-3-3"

We conclude that the metrical foot is a legitimate prosodic unit that defines the

domain of application of many rules.

6.12. The phonological word
Many tonal rules discussed in chapter V refer to the word boundary. For example,

Initial Decontour, which changes a LM into L (which later becomes M by another rule)
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before an upper register tone, and Initial Register Deletion, which changes a LM into MH

before a non-upper register tone, both apply to word-initial syllables. On the other hand,
Register Dissimilation, which changes a word-medial LM into MH before another lower
register tone, requires that its trigger be word-final. Similarly, Final Register Default
assigns a [-upper] feature only to a word-final tonal node. Moreover, the Register Deletion
rule which deletes the [-upper] feature before any other tonal node must apply within the
boundaries of a word, sincé the [-upper] feature is never deleted in word-final positions.

Assuming that the domain of the rules mentioned above is the morphological word,
then we expect that a word-medial syllable will never undergo the rules that refer to the
word-boundary, and it will never fail to undergo rules that apply to word-medial syllables,
as long as the structural descriptions of the relevant rules are satisfied. However, in the
following set of data, we find some unexpected applications of these rules. Firstly, the
underlying L of the second syllable of words in (208a) ought to surface as M since it is
word-medial, yet it surfaces as ML as if it were word-final and underwent M Insertion.
Secondly, the third syllable of words in (208b) ought to surface as ML, because it is
neither word-initial nor followed by a word-final lower register tone, yet it surfaces MH as
if it were word-initial.

(208) Unexpected application of rules referring to word boundary

"Caracas"” *

a. te3 .13 .05 .52/ [(ted)(18)(ts3 )(s2)]
/3.13.s24¢3/ I(3)(15)(s%)(te3)] "Alaska"”
/sdg.s39.559.s5g/ [(s3)(s3)(s3 )(s3 )] "3-3-3-3"
/s39.s30.s3g.530.530/  [(s4)(s8)(sd)(s4)(s8)] "3-3-3-3-3"

b. /t8.mb.tshd kék/ [(t5)(m6)(tst%)(k€?)] "Damascus”
/i3 k.xig.nd.s2.pd/ [(§3x)(xQ )(n&)(s2)(p3)] "Johannesburg"
133 &/ (FNE)EWEN *2-2-2-2"
/3883 [} ENFWEWEN "2-2-2-2-2"

The following is a more detailed itlustration showing why these words seem to be

exceptional given the sandhi rules we discussed in chapter V.
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(209) An incorrect derivation of words with "unexpected" tonal rule application
Gloss “"Caracas" Damascus”
Underlying g3 .13 te3 52/ /t8.mb.tsh kék/
Metrical Structure [(te3)(15)(te3)(s2)] [(t5)(m86)(tstF)(k€k)]
Initial Register Deletion — —
Register Deletion [(ted)(13)(ted )(s2)] -_—
Decontour — [(t8)(m6)(tsh2)(kEK)]
M Insertion [(te3)(13)(ted )(s2)] [(£5)(m&)(tsh? )} (kEk)]
Output *[(tg3)(13)(te3)(s2)] *{(e8)(m)(ts*2)(kEK)]

The solution to this problem lies in the fact that a morphologically word-medial
syllables is not necessarily phonologically word-medial. In other words, those syliables
that are morphologically word-medial but behave as if they were vyord-intial or word-final
may well be phonologically word-initial or word-final, as shown below, where each pair of
brackets represent the boundaries of a phonological word.

(210) Phonological words within morphological words in slow tempo speech

a. tg3 .13 ¢35 .52/ [(ted)(15)1I(ted)(s2) “Caracas"
/313.52.4¢3/ [(3)(13)1[(sz)(ts3)] "Alaska"
/8883 (ESTEINN(ESIE) "2-2-2-2"
/sdg.sdg.s39.s39/ [(s3)(sIN[(s4)(s3)] "3-3-3-3"

b, /g8.t5.13.35/ [(g8)(e3)11D)(5)N "Australia”

/i3 kxdg.nd.s2.ps/ [(§5x)(xQ)(nE)(sz)(pé)]  "Johannesburg"
/3.8t e [(EAIER)(EIESIED)] "2-2-2-2-2"

1s5g.s3g.53g.539.530/  [(s2)(s3)I(s2)(s4,)(s3)] "3.3-3-3-3"

Consequently, the L in the second syllable becomes ML because it is now word-
final, and the LM in the third syllable becomes MH because it is now word-initial, as
shown in the following illustration.

(211) The correct derivation of words with "unexpected” tonal rule application

Gloss "Caracas" Damascus"
Underlying g3 .15 103 .52/ /t3.mb.ush kék/
Metrical Structure [(te3 )(13)10(ted )(s2)1 [(t3)}(m)1(tsh)(kEk)]
Initial Register Deletion — [{(t3)(m6)1[(tsh¥ ) (kék)]

Register Deletion [ted )(13)1(ted ) (s2N —
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Decontour —_— —_—
M Insertion [(te3)(15)10(te3 )(s2)] [(t3)(md)1{(tsbE)(kEK)]
Output [{ted)(15)10(es3)(s2)] [(t8)(m8)1[(tsbg)(kEK)]

We thus show that it is the phonological word, not the morphological word, that

defines the domain of word level sandhi processes.

6.2. Metrical structure as a function of speech tempo

Having justified metrical feet and phonological words as domains of phonological
rules at the word level, we now consider how these prosodic constituents are constructed.
Again, we use monomorphemic words in order to rule out any possible influences from
morphology. In these words, the only thing that affects the construction of the prosodic
hierarchy is speech tempo. A word may have three different tonai patterns depending on
speech tempo. For example, the word /pl.1i.u€.j3/ "Bolivia" is [{pl.1i.vé)(j3)] in fast
tempo, [(pl.11)(v€)(j5)] in normal tempo and [(pd)(13)1[(u€)(j3)] in slow tempo, as
shown in the following narrowband spectrogram.

(212) Tonal patterns of /pl 11.v&.j3/ "Bolivia" at various speech rates
Normal tempo

Slow tempo

[(pd)(l'i)ii(ué)(j:’i)] [(pb.11)(uE)(33)] [(pb.14.08)(j3)]

Figure 18 - Tonal patterns of /pl.11.vé.j3/ "Bolivia" at various speech rates
These different tonal pattemns are totally predictable, if we assume that the internal

structure of the phonological word varies according to speech tempo, as shown below.
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(213) Internal structure of phonological words in various speech tempos

Slow tempo Normal tempo Fast tempo
o o} @ [0}

% ¢ ¢ ¢ ¢ ¢ 9 ¢ ¢
| 1] ] | | N~ |
L I 6 60O G G GG
o o 0} [0
/‘ /I

¢ ¢ 9609 ¢ ¢ ¢ o ¢
| L[] ] NI\ N~ |
c 6 0 0O g 0 6 0O g 0 0 00

62.1. Metrical feet and phonological words in slow tempo

In slow tempo speech, tone deletion never occurs, but rules affecting word-initial or
word-final syllables may apply in the middle of a morphological word, suggesting that
there is more than one phonological word in a morphological word, as shown below.

(214) Tone sandhi in polysyllabic words (slow tempo)

/pRai.vé.jd/ [pd.131(vE.j5] "Bolivia"

/13 1153 g.03K/ (j313)(s4.n52] “Arizona"
/pd.1i.ni.f3.33/ [pd.11]Ini.f3.45] "Polynesia"
/jdk.xdg.nd.s2.ps/ [j3x.x0 ) {né.st.p3] “Johannesburg"

fetik kbEk.sY ISk ISk kbEK/  [tebik.kBE?)(s2.162][f5k.kBE?] “Czechoslovakia™!
/mé.s6k.pEk.thik.m%.53/ [mé.s62){péeans?]im%.j51 “Mesopotamia"
/pf.3.ndk.s2.0d.1i.s2/ [pf.3)(nés.sR)pd 11.s7] "Buenos Aires"
ABI5 bik wlk sy bk kék/  [ff15][tbi.w82][sE.thék.kbE?] "Viadivostok”

134838 [#.3])[&.8] "2-2-2-2"
/3'.8.3" .3".3"/ [£.8)[&.4.8] "2-2-2-2-2"
/34848838 F.$)[&.21[F.F] "2-2-2-2-2-2"
1.3 3.8".3" .3/ [£.31[5.81[5.4.8] "2-2-2-2-2-2-2"

Mtk kbé ks 18k I3k kB K/
15 £1.53.§3 .pé.pd/
Ab3k1d.s2.58k13.mb/
ABERKB S 65 .4.pd/

fectikkbEs.sRI161.05k.kbED]
{§3 41.531(53 .pé.pb1

[t851.18,52 1(s51.13 .m G

(88 k.3 108 .4.pB]

1 Some hexasyllabic words are lexically marked to be pronounced as two trisyllabic sequences, as shown in
the following examples.

"Czechoslovakia”
"Addis Ababa"
"Dar es Salaam”
"Tegucigalpa”
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The fact that tone deletion does not apply in this set of data suggests that no toned

syllable is under the weak branch of a metrical foot. In other words, all feet constructed on
underlyingly toned syllables are unary. On the other hand, the change of LM into MH in
the third syllable and the change of L into ML in the second syllable indicate that a word
boundary between the second and the third syllables divides each morphological word into
two phonological words, which is either binary or ternary in slow tempo, since it contains
no more than three and no less than two metrical feet.

On the other hand, underlyingly toneless syuablcé, such as the repetitive affix -ja-,
always surface with tones derived by tone spreading or tonal default, as shown below.

(215) Underlyingly toneless syllables in slow tempo speech

/mdja.mdti/  [(md.d)(mb.ci)] “scolded and scolded"
kfkjaskti/  [(efk.kd)(sfred)] “talked and talked"
hégjatbgri/  [(t§.94)(t6-n1)] "waited and waited"

Since tone spreading occurs within a metrical foot, the first and second pairs of syllables in
each word must be each under a binary foot. Moreover, since the first LM in /m8.ja.m8.ti/
undergoes Register Dissimilation to become MH in [(md.4)(mb.r1)], the two feet of this
word must be under the same phonological word.

Based on these observations, we propose the following set of rules for constructing
the prosodic structure in slow tempo speech, with a sample derivation shown in (217).

(216) Foot and Word Construction
a. Place a unary foot on every underlyingly toned syllable;
b. Link every underlyingly toneless syllable to the first foot on its left;
¢. Build right-dominant binary phonological words from left to right;2
d. Build a unary phonological word on the remaining foot or adjoin it to the preceding
phonological word if possible.

2 The phonological word has never been reported in the literature to be bounded. Therefore, it is possible
that what we are dealing with here is a superfoot or cola, which is a constituent larger than the metrical foot
but smaller than the phonological word, and is usually bounded, according to Hammond (1983) inter alia.
However, since what we call a phonological word corresponds in most cases to @ morphological word, and
since no phonological rules in this language refer to any other prosodic constituent that could be construed
as the phonological word, I will continue to refer to this bounded prosodic constituent as the phonological
word. What is important here is the content, not the label.
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(217) Sample derivation of prosodic structure in slow tempo speech
i 1
(2162) Feet on toned syllables 0 G090 60600
/pA1i.ué j3/ /md.ja.md.ti/
NN
(216b) Link toneless syllables Gocoo
/md.ja.md.ti/
A A |
I NK
(216¢) Binary words on feet 6 06GGC 6 60C0
/pUivéja/ " /m3.ja.md.i/
“Bolivia" "scolded and scolded"

The different prosodic structures in words with or without underlyingly toneless
syllables may explain the behavior of the glide deletion and onset assimilation rules, which
delete the onset glide [j] after a vowel, or assimilate the onset sonorant {j] and [1] to the
preceding coda consonant. It is argued in 4.1.3 that these rules must be prosodically
conditioned, i.e. they do not apply in toned syllables, but do apply in underlyingly toneless
syllables, such as those used in sentential particles and in the repetitive and the enumerative
affixes. The following sample derivation shows how the onset glide [j] of an underlyingly
toneless syllable undergoes Onset Assimilation, but the same onset glide of a toned syllable

does not.

(218) Sample derivation of toned and toneless syllables with regard to onset assimilation

Second syllable is toned toneless
Gloss “East Asia" "How heavy!"
After foot & word building Adp)(§3y H(x5)(ts43g.jo)/
Onset Assimilation — /(x5)(tsh3g.90)/
Tone Deletion Adg)(§d)/ H(x3)(tsb3g.90)/
Output after other rules [(tAg)(i3)] [(x5)(ts139.95)1
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Similarly, the onset glide of the second syllable of /md.ja.md.ti/ "scolded and scolded" is

deleted in the surface form [md.4.m&.r1], because this syllable is underlyingly toneless. In
contrast, the onset glide of the fourth syllable of /pd.1i.u€.j3/ "Bolivia" is not deleted in the
surface form [pY.11.u€.j5], because this syllable is toned.

The behavior of pseudo-toneless syllables in slow tempo speech is most interesting.
They may or may not undergo tone spreading processes that affect toneless syllables, but
either way, they never undergo glide deletion or onset assimilation rules, as shown in the

following examples.

(219) Toneless syllables versus pseudo-toneless syllables
a. No glide deletion in pseudo-toneless affixes
hstbjEg/ [tshdjE] *(tsbd 4] esh8.jE] *[tsh.E] “feeling hungry”
/k96.jEg/ (k76§61 *[k¥6.61  k+6.jE] *[k¥6.§] “feeling lack of oil"
/mb.jéy/ [mbjg]l *(md.gl  Nmb.jEl *[mb.£] “hotand spicy”
b. Onset assimilation fails to occur in pseudo-toneless directionals and locatives
Itfig-la/ (AEREY *(tfig.ga] "come in"
febék-1a/ [tehé11d] *[ichikkd] “come out"
[né.to 16.s8g-1a/ [nd.c 16.5§.14] *[nd.ch 18.53.g4] "bring it upstairs”
Aonkdg-lithe/  [fQ.k§.11.the] *[f4.k3 .51 .the] "inside the room"
f5g.c3k-lithe/ [thdgeilliahé] *[thdpg.e5k.kithé] “among the classmates”
To account for the behavior of the pseudo-toneless syllables, we assume that they
are underlyingly toned, but are lexically marked (represented as o!) for tone deletion. Since
tone deletion occurs under the weak branch of a metrical foot, what this means is that they

are lexically marked to undergo a foot deletion rule, formalized as follows.

(220) Lexical Defooting

Q—>©
’
<

q/

The Lexical Defooting rule causes a pseudo-toneless syllable to become dominated
by the weak branch of a metrical foot. This rule is optional in slow tempo: if it applies, then

the pseudo-toneless syllable undergoes tone deletion, tone spreading and lenition rules that
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apply within the foot; but if it does not apply, then none of those rules will apply and the

pseudo-toneless syllable will surface like a regular toned syllable. With regard to the glide
deletion and onset assimilation rules, as long as they are ordered before Lexical Defooting,
they will not affect pseudo-toneless syllables whether or not Lexical Defooting applies,
because when they apply, the pseudo-toneless syllables are still dominated by unary feet,
and therefore do not satisfy their structural descripition. The following sample derivation

shows how the surface tone of pseudo-toneless syllables are derived with or without

Lexical Defooting applying.

(221) Sample derivation of pseudo-toneless syllables with regard to onset assimilation
Second syllable is pseudo-toneless pseudo-toneless
Gloss “chewy" - "chewy"

After foot & word building Ayig)iEg) Atfig)(i€n)/
Onset Assimilation — —

Lexical Defooting & Tone Deletion — /Atfin.jeg)/
Qutput after other rules [(efig)(GEN [(tf2n)(§E)N]

6.2.2. Metrical feet and phonological words in normal tempo
Although Lexical Defooting is optional in slow tempo speech, it is obligatory in
normal tempo speech, as the following data show.
(222) Pseudo-toneless syllables in normal tempo speech
kyklicokai/  [(cfL14)M(ce)(ebl)]  "talk fro talk to (after all the talking)"

but *[(c$1)(1£)1(sFt)(t1)]
régIEtbgen/  [(LE14)I[(E)(81)]  “wait fro wait to (after all the waiting)”

but *[(t£ )(14)1[(t€£){(t41)]
/m31E.mdarl/  [(mbJ1A)I[(mb)etd)]  “scold fro scold to (after all the scolding)”
but *[(md)(15)1[(m8)(ch1)]

‘Words containing toneless syllables have the same tonal pattern in normal tempo
speech as in slow tempo speech, as shown below.

(223) Underlyingly toneless syllables in normal tempo speech
/mdjamdai/  [(md.2)(md.ri)] "scolded and scolded”
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kkjacykti/  [(efkkd)(cftti)] “talked and talked"
hégjatégti/  [(cé.gd)(th.n1)] "waited and waited"

Words containing no toneless syllables, on the other hand, undergo Tone Deletion,
so that even-numbered syllables become toneless as long as they are not the rightmost
toned syllable. Therefore, these words have a completely diffcrent tonal pattern in normal
tempo speech than in slow tempo speech, as shown below (cf. slow tempo data in (214)).
(224) Tone sandhi in polysyllabic words (normal tempo)

/pd.1E.uk §5/ [(pu1i)(vE)(§5)] "Bolivia"
/j511.sdg.n3k/ (3 11)(sd)(n32)] "Arizona"
/pU.1i.ni.f3.53/ {(pl.13)(nl.f5)(5N "Polynesia"

/i3 kxtp.nd.s2.p5/ [(j5x-x{)(né.s2)(pd)] *Johannesburg"
Al KBk SYISK IS kKBEK/  [(tohik.kBE)(s318)(f5K)(KhER)] “Czechoslovakia™
/mé.s8k.pék.thik.m§.j3/ [(mé.sd)(péeahd)(m5)(j5)] "Mesopotarnia”

/pf.3.ndk.s2.09d.14.53/ [(pf.3)(nés.s%)(gd 11)(s2)]  “Buenos Aires"
513 bk wok.sy.th8k.kEK/ [(f515)(thL.wb)(s%.100)(kEER)] "Vladivostok”
PRy [(&.3)(&)(3)] "9.2.2.2"
EEEERY [(&.8)(3-4)(3)] "9-2-2-2-2"
18485883 [(&.4)(.3)(F)(E) "2.2-2-2-2-2"
PRy [(&.3)(3.8-)(e-.4)(8)] "2-2-2-2-2-2-2"

It appears that to construct the prosodic structure of these words in normal tempo

. speech, we can first build a unary foot on the rightmost toned syllable, thep build binary

feet from left to right, and finally do something about the remaining syllablc:if there is one.
Such an approach predicts that even-numbered non-final syllables are always under the
weak branch of a metrical foot and therefore toneless. This is incorrect, because, as we can
see from the following example words, an even-numbered non-final syllable can be under

the strong branch of a metrical foot if it is followed by an underlyingly toneless syllable.

3 Hexasyllabic words that are lexically marked as two separate phonological words in slow tempo speech

are also treated as two separate words in normal speech, €.8.
Aehli kbek 213k I3k KBEK/ [(1cbik.kbE)(s2)I(16£ £5 k) (kBER)) "Czechoslovakia”
13 225253 .pl.pd/ 13 cL)(s1)3(3p¢)(pd)] "Addis Ababa"
/318 5258613 .ma/ [(t8513€)(s2)1[(s5118)(m )] "Dar es Salaam”
AERRKB.S3463.6 0/ (€ kKB)(I3)M(ted.2-)(pd)] "Tegucigalpa”
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Notice that there is no easy way of building the foot structure in these words by placing

binary feet, whether we start from the right edge or the left edge of the word.

(225) Words in which even-numbered syllables are not toncless in normal tempo

/s3g.xé.a-1ig/ [(s3)(x&.5)(1L)] "monkey face"

/jégL3g. 34801/ (GE)12.5)(t18)] “potato soup"

/tsth. 05 - pd 1/ [(tsh8)(tc8.3)(p3)] “sparrow spots (freckles)”
55 1880 p1%/ {(§5)(thg.a)(p5)] “wild rabbit (hare) fur"

As an alternative analysis, we assume that as the speech rate increases, the number
of metrical feet in a phonological word decreases. This can be effected with a rule that
deletes every unary foot flanked by two other unary feet, each dominating a head syllable,
as formalized below.

(226) Normal Tempo Defooting
¢ ¢ ¢

Nt |

G GO

Notice that this rule requires the flanking feet to be unary, i.e. each linked toa head
syllable with a straight association line. Thus, assuming this rule applies iteratively from
left to right to a sequence of unary feet, only even-numbered non-final syllables lose their
dominating feet, because the odd-numbered syllables are always preceded by a newly
generated binary foot, not a unary foot. In addition, we can explain why the second
syllable of words in (225) does not come under the weak branch of a metrical foot, since
that syllable cannot undergo Normal Tempo Defooting because it is not followed by a
syllable with a unary foot (the third syllable is toneless). These observations show that the
foot structure in normal tempo speech must be constructed on the basis of slow tempo foot

structure by applying Prosodic Defooting iteratively from left to right, as shown below.
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(227) Sample derivation of foot structure in normal tempo speech
Input _ NTD (1st iteration) NTD (2nd iteration)
¢ ¢ ¢ ¢ ¢ % ¢
e N |
0 G OO G 0 0 O
[(pY11)(v€)(§3)] T
¢ ¢ ¢ ¢ 9 ¢ I ¢ ¢ ¢
BEEE N AN |
¢ 0O O ¢ O g 06 06 0O 0 06 6 6 C
[(pd.11)(ni.f5)(j3)]

When the foot structure is complete, an unbounded right-dominant phonological
word can be constructed on it, as shown below.

(228) Phonological words in normal tempo speech

/]m

\

KT NN
 C 0 O g 0 6 0 C
[(pY.11)(vE)(§5)] [(pd.14)(ni.f5)(G5)]

The normal tempo prosodic structure constructed above explains why rules that
apply under the weak branch of a metrical foot, such as Tone Deletion and Onset Lenition,
should apply in even-numbered underlyingly toned syllables in normal tempo speech as
long as they are not word-final or followed by a toneless syllable. It also explains why
rules that refer to word-initial or word-final syllables, e.g. Initial Register Deletion and
Register Dissimilation, do not apply in the middle of a quadrisyllabic or pentasyllabic word
in normal tempo speech, though they do apply in slow tempo speech (cf. (214) and (224)).

6.2.3. Metrical feet and phonological words in fast tempo
In fast tempo speech, all underlylingly toned syllables except the first and the last
lose their underlying tones, as shown in the following data (cf. slow tempo data in (214)

and normal tempo data in (224).
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(229) Tone sandhi in polysyllabic words (fast tempo)

/pdal.ué j3/ [(pu.1i.ué)(j5] “Bolivia"

/i3 11.50g.03k/ [(jd.11.58)(n52)] "Arizona"
/pdai.ni.g3.§3/ [(pY.li.ni.f3)(5)1 “Polynesia"
fi5kxdg.nd.s3.pd/ [(j5x.x}.né.s¢)(ps)] “Johannesburg"

Sl KK SYIBKISKKBER  [(tphik.kbE.s216.05)(kER)]  "Czechoslovakia"s
/mé.sOkplitSkmb3/  [(mé.s6.pEsts.mE)(5)) "Mesopotamia"

/pf.3.ndk.s3.0a. .53/ (ph.3.nb.s2.04 1)(sP)] "Buenos Aires"
HEI3 Atk wok.s2.t08k.kék/ [(fB15.111.wh.s4186)(kE2)]  "Viadivostok”
134338 (>4.8)(F)) *2-2-2-2"
PRy (&.4.5.£)(3)] "2.2.2-2-2"
[3t.34.3 2 ((&.&.5.8£) ()] "2.2-2-2-2-2"
[3.8.a et EY [(&.4.4.4.4.8)(F)] o "2:2-2-22:2-2"

Since tone deletion takes place under the weak branch of the metrical foot, the tonal
patterns in the above data suggest that all syllables except the first and last underlyingly
toned syllables are put under the weak branch of the metrical foot. Such a foot structure can
be constructed by placing an n-ary unbounded foot on the first toned syllable and another
one on the last toned syllable. However, this approach does not explain why n-ary feet
instead of unary or binary feet should be constructed in fast tempo speech, and it is
inconsistent with the foot construction in normal tempo speech which involves a defooting
process which reflects the reduction in overall duration as a function of the increase of
speech rate. A more reasonable analysis should therefore be based on the same observation
as in normal tempo speech that the increase of speech rate forces the number of metrical feet
in a phonological word to decrease. Thus, the foot structure in fast tempo speech can be
built on the basis of slow tempo foot structure by deleting all metrical feet in a phonological

word except the first and the last, with the following rule.

4 Hexasyllabic words that are lexically divided into two phonological words in slow and normal tempo
speech are not so divided in fast tempo speech, e.g.

1j3.11.52.§3 p8.pd/ [(j3 cL.53.§3.p¢)(PB)) "Addis Ababa”
A8k 1d.52.55k.13 .mb/ {(tk41.16.5.55 15)(ma)] *Dar es Saladm"
AREKB. 3463 .4.pd/ 1(th€ kKB.55 1658} (p8)] “Tegucigalpa”
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(230) Fast Tempo Defooting
¢ 0 ¢
N
c
This rule differs from Normal Tempo Defooting in that it does not require the
flanking feet to be unary, i.c. linked to a head syllable with a straight association linc. As
such, it applies to every medial foot. The following shows how this rule applies.

(231) Sample derivation of foot structure in fast tempo speech

Input FTD (Istiteration) FTD (2nd iteration) FTD (3rd iteration)
¢ ¢ ¢ 0 ¢ 9 ¢ ¢ ¢
BEN || I
G ¢ O C ¢ 6 O g 6 6 O

[(pd.1.ué)(j5]
o ¢ ¢ ¢ 06 ¢ o ¢ ¢ ¢ ¢ ¢ ¢
REEN BEESSE RS .
606 00C 00CO0CGCG O©O0COCGO0C 0060000

[(py.li.ni.f3)(i5 )
After the foot structure in fast tempo speech is constructed, placing a right-dominant
word tree on the foot structure will produce the phonological word structure, as shown
below.

(232) Derivation of phonological word in fast tempo speech

() (6]
¢/I ¢ ¢/l
9

g G 6 O© ¢ 0 0O 0 C
[(pd.1.vé)(j5] [(pY.1i.ni.f3)(5)]

6.2 4. Segmental and tonal alternations under different prosodic structures
Once the various foot structures and word structures are constructed in different
speech rates, the various rules of segmental and tonal alternations which take prosodic units

as their domains of application will apply accordingly to produce the observed surface
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forms. Following is a sample derivation of the three different surface forms of the word

/g845 14,3/ "Australia” which we presented as the beginning of this section.
(233) Sample derivation of /g3.t3.11.j3/ "Australia" in different tempos
Fast tempo Normal tempo Slow tempo

A A
R~ | N

g 0 0O O g 6 O O G 0 0 0O
Underlying form AgsBI)GBY  ApSBYGY  AeS)ESVAEG3Y
Tone Deletion N80 di)(i3)  Ao8t0)(1)GdY —_

MIns & Reg Spread  A(p8.todi)(i)]  Ug8.o)(t)GS)  Ao8)(e8VAIE)(SY
Tonal Def & RegDef  /(p8.3.11)(3)/  Aod3)(0)§dY —
Onset Deletion (>surface) [(g8.c3.11)(33)1  [(p3.e3)(1)(3)  [(p8)(e3)I[(11)(5))

Thus, with the prosodic constituents metrical foot and phonological word as their
domains of application, none of these rules of segmental and tonal alternations needs to
directly refer to speech rate as its condition of application, since everything follows from
the difference in prosodic structures dictated by different speech rates. Otherwise, the Tone
Deletion rule would have to be analyzed as deleting the tonal node(s) of a syllable flanked
by two underlyingly toned syllables; and this rule must be conditioned such that it applies
in normal or fast tempo speech but not in slow tempo speech. Such a rule offers no
explanation why any tone should be deleted when flanked by other tones, and why such a
process should occur only in normal and fast tempo speech. Furthermore, without the
metrical foot as their domain of application, rules like Onset Lenition, Coda Lenition, Tone
Redistribution, Tone Spreading etc. would have to apply in syllables that do not have any
tonal specification. However, given the framework of autosegmental phonology, it is not
possible to represent the absence of some feature specification. Therefore, the prosodic

domain analysis seems to be the only viable approach to rule application in this language.
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6.3. Summary
In this chapter, 1 have justified the existence of metrical feet and phonological

words. I have shown how these prosodic constituents are constructed differently in various
speech rates. I argue that the behavior of various phonological processes in different speech
rates is a function of the internal structures of these prosodic constituents in different
speech rates. Given that these prosodic constituents define the domains of phonological

rule application, it is not necessary to make phonological rules sensitive to speech rate.



CHAPTER VI THE ROLE OF MORPHOLOGY AND SYNTAX

7.0. Introduction

There are two major schools of thought about the role of morphology and syntax in
phonology. One school, represented by Chan (1980), Kaisse (1985), Chen (1987, 1990),
Odden (1987b) among others, believes that phonoloéical rules have direct access to
morphological and syntactic information. The other school, represented by Selkirk (1978),
Nespor and Vogel (1986), Hsiao (1991), Zhang (1992) and many others, believes that
phonological rules are affected by syntax and morphology only via prosodic structure. In
the previous chapter, I have shown that in polysyllabic monomorphemic words, where no
morphological or syntactic information is available, prosodic constituents such as the
metrical foot and the phonological word define the domain of application of various rules.
What we need to find out in this chapter is how prosodic structure relates to the
morphological and syntactic structures. I will show in 7.1 that in compounds, including
reduplicated words, prosodic structure preserves the integrity of embedded morphemes and
respects word boundaries, and that the manipulation of prosodic structure may be
conditioned by lexical categories. In 7.2, I will show how prosodic structure at the phrase
level generally agrees with the syntactic structure, but may also override syntactic structure
by fusing certain items into a phonological word or a metrical foot even though they are

separated by a word boundary.

7.1. Prosodic structure in compounds

In this section, I will show that the construction of prosodic structure generally

ignores morpheme boundaries, but it preserves the integrity of non-final embedded
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morphemes and respects morphological word boundaries. Unless otherwise specified, the

discussion will focus on the tonal patterns of compounds in normal tempo speech, because
these patterns are most complicated in normal tempo speech in polymorphemic words as

well as in monomorphemic words.

7.1.1. Irrelevance of morphological structure in trisyllabic compounds

Trisyllabic compounds have the same foot structure as trisyllabic monomorphemic

words, i.e. the second syllable always joins the first syllable to form a binary foot, and as

such undergoes tone deletion, tone spreading and lenition rules, as long as the third syllable

is toned. This foot structure is found in trisyllabic compounds with different morphological

structures, e.g. [(AB)CI, [A(BC)] or [ABC], as shown below, where "()" and "[1]" in the

literal translation indicate constituents at different levels of the morphological hierarchy.

(234) Prosodic structure of trisyllabic compounds

a. ftbig.sg.003/ [(tby.s2)(cf3)]
[(electric view)machine] “television set"
E.sp kly/ [(cbB.sB) (k)]
[(picture book)house] "library"
A g.x¥3 ph/ [(t8x"8)(pt$)]
[(electric speech)book] "telephone book"
/pHp.L85 thE g/ [(ptf.t85)(c48)]
[(grape)sugar] “glucose”

b.  /g.pigaid/ [(j&.m1)(t5€)]
[foreign(flat bean)} “lima bean"
/tshd .sF.tshbg/ [(tshd.s)(tsh§)]
[food(marketing field)] "food market"
fx89.58k.tsh/ {(xdg.56)(tsh¥)]
[red(ten character) ! "red cross”
N3.phf.hs/ [(13.phg)(ch8)]
[warty(grape)] "balsam pear"

c. vl s¥ein/ f(ed.s2)(¢1)]
[district city county] "district, city and county”
/s3p.tsdg.cd/ [(s4.nz50)(c¥)]
[upper middle lower] "upper, middle and lower"

1 The Chinese character meaning "ten” is shaped like +, hence "ten character” means the shape of the

character meaning ten, i.e. the cross.
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/s3g.ts6k.mé/ {(sdn.nzd)(mé)]

[pine bamboo ] plum] “pine, bamboo and plum"
/st gyig.tis/ [(s{;, yin)(t38)]

[onset thyme tone] "onset, thyme and tone”

Since prosodic structure is constant regardiess of the morphological structure of
these compounds, we conclude that the construction of prosodic structure in these words is
guided by the same set of rules as those responsible for thonomorphemic words, i.e. a
unary foot is built on every toned syllable, and Normal Tempo Defooting later deletes the
second foot and reassociates the second syllable to the first foot, resulting in a binary foot
followed by a unary foot. Such a foot structure allows Tone Deletion to apply in the second
syllable, and Tone Spreading, Tone Redistribution or Tonal Default rules will supply the

second syllable with its surface tone.

7.12. Morphological integrity in polysyllabic compounds

Like trisyllabic compounds, compounds with more than three syllables usually have
the same foot structure as monomorphemic words with the same number of syllables, ie.
an even-numbered syllable always joins its preceding syllable to form a binary foot, and
therefore becomes toneless and undergoes tone spreading and lenition rules, as long as it is
not the last toned syllable or followed by a toneless syllable. For example, in all of the
following quadrisyllabic compounds, the second syllable joins the first syllable to form a
binary foot, even though the morphological structures of the two groups are [(AB)(CD}]
and {[(AB)C]D} respectively. Again, the symbols "Q", "[1" and "{}" in the literal
translation indicate constituents at different levels of the morphological hierarchy.

(235) Prosodic structure of quadrisyllabic compounds

a.  Atigth3gwSgachy/ [(th].thdg). W tetF]
[(electric move)(play tool)] "electrically.powered toy"
/183 g.xvwd x¥E.3/ [(th} x¥d).x¥E.8]
[(electric speech)(meet talk)] “telephone conference”
fugk1icig.octidg/ [(vE111).cY.tetd]
[(object law)(appear manner)] “"physical phenomenon”
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b. fitig.sg.ef3.shdy/ [(th].5%).tf3 ts83]
{[(electric view)machine]factory} “television factory”

fod g3 ph tsby/ [(vi.ted). p“(k.tsg]
{[(foreign exchange)ministry]chief} “foreign minister”

/pd 1. vB.achik/ [(pd.1¢).up.1cb52]
{E(ballct)dancc]drama} "ballet dance drama”

Based on the foot structure in these compounds, we may conclude that the same set
of rules for constructing prbsodic structure in normal tempo monomorphemic words also
apply to quadrisyllabic compounds. Specifically, a unary foot is placed on every toned
syllable and Normal Tempo Defooting deprives the second syllable of its foot and adjoins it
to the first foot.

There is a systematic exception to the account given above: if the first three syllables
form a morphological constituent in which the second and third syllables form a sub-
constituent, then the second and third syllables must both join the first syllable to form a
ternary foot, and as such both undergo tone deletion, tone spreading and lenition rules. For
example, the morphological structure of the following quadrisyllabic compounds is
((A(BC))D), and their foot structure is [(ABC)(D)].

(236) Exceptional foot structure of quadrisyllabic compounds

/xb1.s8 kb xvE/ [(x4g.56.ts12)(x"€)]

{[red(ten character)]association} “Red Cross Association"”

/13 .ph 18 x%o/ [(13.php.th3)(x¥8)]

{ [warty(grape)]ﬂower} "balsam pear flower"
&g.pig.ahd.ast/ [(j&.m.thé)(ts2)]

[J [foreign(flat bean)]seed} "lima bean seed”

A closer examination of all the quadrisyllabic compounds above reveals that when
the foot structure is regular, the third syllable of a compound is sister either to the first
syllable, or to the fourth syllable, or to a constituent that dominates the first and second
syllables; but when the foot structure is irregular, none of these relationships holds. These

structural differences are illustrated below.
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(237) Morphological structures of quadrisyllabic compounds
(235a) (235b) (236)

O N ANAN

[(igetdg)(w5o)(tet3)]  [(eh1.5%) ()(tsg)] (¢ . mi.eh€) (sg)]
*electric-powered toy"  "television set factory" “foreign flat bean seeds"
regular regular iregular

We can see from this illustration that only the compound with an irregular tonal
pattern has a morphological constituent encompassing thc two medial syllables. Based on
this observation, I hypothesize that the failure of the third syllable to be put under a single
foot when it forms a constituent with its immediately preceding syllable reflects an effort to
preserve the integrity of the constituent by not splitting it into two feet. To formally state
this hypothesis, we must invoke the notion of c-command, which was first proposed to
describe a certain syntactic relationship, and is defined in Reinhart (1983) as follows.

(238) C-command

o c-commands B if every branching node dominating ¢ dominates f.

By this definition, sister constituents always c-command each other, but they do not
c-command their mother node or sister nodes of their mother node. Thus, if we mark the
four syllables of a quadrisyllabic compound as a, 8, yand 3, then in (235a), Y does not c-
command either o or B and in (235b), ¥ c-commands both ¢ and B, but in the irregular

case (236), Y c-commands B but not o, as shown below,
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(239) C-command in quadrisyllabic compounds
(2352) (235b) (236)

AN AN /AN

l(t"in-t"én)(WS 0)((5“3)1 [(t“'i.-S¢) u 3)(t5“é)1 [(Jé - mj. t"ﬁ) (52)1
“electric powered toy"  "television set factory” "foreign flat bean sceds”
regular regular irregular

Thus, we might say that yis part of the foot that dominates P if ¥ c-commands B but
does not c-command o.. However, such a generalization must be modified, since if s the
final toned syllable, then it is not part of the foot that dominates B even if it c-commands
and does not c-command ¢, as we can see in (234b).

Based on these observations, the hypothesis about the integrity of morphological
constituents can be formally stated as follows.

(240) Morpheme Integrity Constraint (MIC)

A foot dominating o and B dominates every v that c-commands P and does

not c-command ¢, provided that 7y precedes a footable 8.

With this MIC, the foot that dominates o and  is forced to also include y in words
like those in (236), creating a ternary foot dominating the first three syllables. This explains
why in those words, both the second and the third syllables lose their undcriying tones and
become targets of tone spreading and lenition processes.

In fact, no matter how deep a morpheme is embedded in a morphological hierarchy,
its integrity is always preserved. In the following examples, the morpheme //s€k.tsb//

"cross" is one level more deeply embedded than it is in [(x4g.5€ tsh2)(x™¢)1.
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(240) Morpheme Integrity Constraint on more deeply embedded morphemes

e { o B v 9 e a B ¥y O

[(t8) (x3g.sé .shg) (x"8)]
“Grand Red Cross Association"

[(tsdg . gé) (xdg . sé . tshg) (x7€)]
“China Red Cross Association”

The situation is much the same in other compounds with five or more syllables.
Recall that every even-numbered non-final syllable in monomorphemic words joins its
preceding syllable to form a binary foot unless it is followed by a toneless syllable. The
same foot structure is found in polysyllabic compounds regardless of their morphological
structure, as seen in the following data. Again, 0", “[}", “(}", "o" and "«»" in the literal

translation indicate constituents at progressively higher levels of the morphological

hierarchy.
(241) Prosodic structure of compounds with five or more syllables
/n$0.t3g-3 63K/ [(ny.t45g)(3c3)(¥)]
{[Nantong][(medicine)yard] } *Nantong Medical College"
J0E x"6--t5-k€k.miy/ [(vé.x¥6)(t5.y¢)}(mig)]
{[culture] [big(revolution)]} “"Cultural Revolution"
fistékahd-tf5.nd 3/ [(tstEeebd)(ef5.0€)(j5)]
{(equator) (Guinea)] *Equatorial Guinea"
/ts?g.k&k—jég.m‘ig--j'ig.x&g/ [(tsé_g.né)(jé_.min)(j‘ig)(xé)l
[(China) (people) (bank)] “China People's Bank"
fcd xv&-tsf.d--kbk-tc3/ [(cB.x"é)(tsh.5)(k6t)(te5)]
{[(society)(doctrine)][country] } “Socialist country”

Nsdp.kOk---c3. x78-kBAg3k--Fg/  [(1sdp.go)(sexme)(khd.c3)(Y)]
~ «{China} {[(society)(science)]yard)> “Chinese Academy of Social Sciences"

/ts3g.x¥6-i§ .mig--kbag.xti.k6k/ [(tsdgx"d)(j&.mig) (kb3 xu)(k62)]
{[China] [(people) (republic)]} "Chinese People's Republic”

If the first three syllables is a constituent in which the second and third syllables
form a subconstituent, then the first foot is always ternary. As a result, the third syllable

loses its underlying tone, as shown below.
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(242) Irregular stress and tonal patterns in compounds with five or more syilables

/x8g-sEk.tsbF--xvé ¥/ [(x4 g.sé .tshg) x"é. ¥ ]
<{[red?crs:ss)]sasisocx.} {ngmbcr} > "(l:cdg Csk'o;.: zl?oda%on member"”

luf-tség.fhi--tsf.3/ [(op.z£ 16).ts$.5]
{[(no)(gov't)][doctrine]} “anarchism"

x5g-s#k.tst-xvd yg-ts€y/ [(x51.56 tshg)(xe.y ).ts€ ]
{[(red)(cross)][assoc]} {mbr}s<id>» "Red Cross Association member id"

fof-tség.fh--tsf.3-tcéy/ [(vh.ts€ LE)(tsf.3).ted ]
{{(no)(gov't)][doctrine] } { person}» “anarchist"

/x5g-sdk.tshy--xv&. Y g-tsé€ g.sp/ [(x3 g.sé Lshf)(xv@.y ).1s€ s3]
«<{[(red)(cross)]}[assoc]} {mbr}>«certifs» "Red Cross Association member certificate”

Jof-ts€gff--tsp.3-1g.tss/ [(ug.ts& L) (tsf.3)-14 ts%]
<«{[(no)(gov't)][doctrine]} {element}>  “anarchist (derogatory)”

The irregular foot structure of these words is also explicable with the MIC. Since
the third syllable of each of the above words c-commands the second syllable but not the
first syllable, it must become part of the foot that dominates the first and second syllables to

avoid a violation of MIC.

7.1.3. Word boundaries in polysyllabic compounds

In 7.1.1, we concluded that the prosodic structure of a trisyllabic compound is not
affected by its morphological structure, and therefore the second syllable of a trisyllabic
compound is always part of a binary foot, regardless of the morphological structure of the
compound. However, sometimes the second syllable of a trisyllabic compound does not
lose its underlying tone, and behaves instead like a word-initial or word-final syllable, as
shown below.
(243) Trisyllabic compounds split into two phonological words

a, /Tig-thig.sg/ [(f2n)Il(etL)(s¢)]

[new(electric view)] “new television"
cf. /fig-f3150/ [(fig.f3)(18)]
[new(Zealand)] "New Zealan)d"
/hy-thig.sg/ [(tctP )1t ) (s2)1
[old(electric view)] “old ?glc\(ris%o)r(x"z)
cf. /fehy-ps.ast/ (tehP .g3)(ts%)]

{old(report paper)] "old newspapers"
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fefiig-up.fag/ [(ert: g)][(ugs)(t,rﬁS)]
(light(weapon)] "light weaponry"

cf. Aiftdg-ty3.tchig/ [(tfbig. nsi)(w"&)]
[light(machine gun)] “light machine gun”
b.  /k8kibg- ? [(kEO)(EE)I(P )],
[(state defense)ministry] *defense ministry"
cf. /ui.zcb-p"i&/ [(uﬁ.zé)(p"ﬁ)]
[(foreign exchange)ministry] “foreign ministry"
/x8g.tsé-si/ [(xé)(ué)][(s?)]
[(Hangzhou)city] ‘Hangzhou City"
cf. /nfg.chdg-sP/ [(ny.. t“fm)(sz)l
[(Nantong)city] “Nantong City"
/ey gactfg-tsto/ [(ci)(W"i)l[(tS"a)l
[(propaganda)vehxclc] “broadcasting vehicle"
cf. /s3g1Eg-tshd/ [(si.lé_)(ts"o)l
[(three wheel)vehicle] “tricycle”

Each contrasting pair in the above data appears to have the same morphological

structure and serve the same syntactic function, and are therefore both seen as compounds.

There does not seem to be any phonological condition that may trigger the difference in the

prosodic structures of each contrasting pair. Therefore, anything that may have caused the
difference appears to be lexical. It seems that in each contrasting pair, the one split into two
phonological words is less conceptualized, less familiar, less frequently used and often
more recently created; and is therefore more like a string of juxtaposed words than a true
compound.

Given the phonological behavior of the phrase-like compounds, it is appealing to
simply treat them as syntactic phrases. However, there are good reasons not to do so. To
elaborate, it is necessary to define what we mean by phrases as opposed to compound
words. While it is beyond the scope of this thesis to discuss the many theoretical issues
regarding wordhood in Chinese languages, the criterion we will use to identify words and
phrases is based on the idea that a word is the smallest linguistic unit dominated by a non-

branching syntactic constituent to which a syntactic rule can refer, while a phrase consists
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»f more than one of such units dominated by a branching syntactic constituent. For
sxample, there is a common syntactic rule by which identical modifiers of conjunctive NP's
-an be deleted save the first one, €.g. American men and women = American men and
American women. This rule does not apply to constituents of compound words, €.g.
seagulls and hawks # seagulls and seahawks. Thus, while American men and American
women are phrases each composed of two words, seagulls and seahawks are each a single
sompound word. Similarly, in Nantong Chinese, a sequence of a monosyllabic adjective
followed by a head noun is usually not a syntactic phrase, since it does not undergo the
sonjunction reduction rule. For example, in (244a), the semantic scope of the modifier f1g
"new" is limited to the first conjunct. In (244b), on the other hand, the semantic scope of
the disyllabic modifier f2g.n1"new" is ambiguous: it can modify béth conjuncts.

(244) Conjunction reduction in phrases but not in compounds

a. fig.eti.s? xo 16cuphg.erl # fig.hy s x¢ figJét.tchg .ol
new electric view and record image machine new TV  and new VCR

b. fig.ni thf.s? xi¥ 16t.tchg.tf3 = fig.nl ovf.s? xd fip.nd 16techg.ef3
new electric view and record image machine new TV and new VCR

I shall refer to sequences like fig.t8{.sf "new television" as compound phrases,
because they behave like phrases phonologically but like compounds syntactically. A
compound phrase is a compound that contains word boundaries in it, while a compound
word is a compound that does not contain any word boundaries. It is the presence of the
word boundary that accounts for the difference in the prosodic structures of these words,
as shown in the sample derivation below.

(245) Construction of prosodic structure in words with and without word boundary

“new television” "Hangzhou City" “Nantong City"
(R (s2)]  [(x§)(es®)(sP)]  [(ny.t28g)(sF)]
¢ ¢ ¢ ¢ ¢ ¢ 4 ¢ ¢
o # c c clr c‘r#cls <Ir cls clr

a. Foot construction
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¢ ¢
™~ |

b. Normal Tempo Defooting — — ¢ o ¢
0] « €« o [
o ¢ ¢ ¢ ¢ ¢ ¢ ¢
| | | I | | ~— |
c#G O o oo G ¢ O

¢. Word construction

The same analysis applies to similar phenomena found in compounds with four or
more syllables. In quadrisyllabic compounds, the word boundary is either between the first
and second syllables or between the third and the fourth syllables, but occasionally also
between the second and the third syllables, as shown below.

(246) Word boundaries in quadrisyllabic compounds
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The fact that the second and the third syllables of words in (246a) are not separated

into two prosodic units cannot be explained by MIC, because MIC does not explain why
there is a word boundary between the first and the second syllables.

In compounds with five or more syllables, the word boundary is usually between
the third and the fourth syllables, though sometimes it is also found between the second
and the thind syllables. Sometimes, there can be multiple word boundaries in a compound,
which split the compound into more than two phonological words, as shown below.

(247) Word boundaries in compounds with five or more syllables

a. /fig # thig.sf.ef3/
[new][(electric view)machine]
/gty # thig.sd.ef3/
[old][(electric view)machine]
/tfidg # tsh3g. ¥ g.teik/
{light][(heavy amount)class]
/65 #13.phf.hs
[small][warty(grape)]

/ndqg # jép.pigand/
[tender]fforeign(flat beans)]
[fig #5085/
[new]{Guinea]

cf. /nfg.s2I3.10p/
[south(Slav)]

b.  /tf%.ndjs #jEy
[Guinea][person]

/m3k.f3.k0 # tshEg/
[Mexico][city]
Jg3am1 1] # wd/
[Austrian][language]

c. /k8k£8g # ptfl.sby/
[state defense][ministry chief]

cf.  /ud.gd.ptpas6y/
[foreign exchan gc] [ministry chief]

[(ri 0)IL(t8L.s2)(eS 3)]

"new television set”

[(es9)I0(eY s%)(1f3)]
"old television set”
[(t_rhig)][(tsén.litz)(wx?)]
“light heavyweight"
[(c5)1(13.pof)(te8)]
“small balsam pear"

[(ni)li(.lé m;)(t“5)l

“tender

[(rig)IL(ers -ne)(Jo)]
“New Guinea"

normal; {(ny, si)(l:!)(ff})] fast: [(ny.sZ.15)(fB)]

"Yugoslavia"

(55 -n8)(j3)ILGE)N
"Guinean"

[(méj' S 3)(k0)1((t8"€)l

'Mexico City

[(05 t“l)(li)][(wﬁ)]
'Austrian”

[(k6)(18)1[(ptE)(ts§)]
“defense minister"

[(va.23)(p)(ts4)]
“foreign minister"

a, /tf§.nd.jd # p5.s3/ [s. ne)(Ja)][(pé)(sa)]
[GuincaJ][Bissau] "Guinea-Bissau”
e3kyy #11.h6g/ [(3-63)RII1)(E"5)]
{(medical study)court][ritual hali] “Medical College Auditorium"
/mé.J3.tclg # xdk.tsdg.kék/ [(méJx)(tci,)][(xét.tség)(k(’i?)]
[American]{combine multiple states] "American United States”
foEn.x™6.k3g # thig.jig.yy/ [(ué,.x"é)(ksﬂ)][(thk L))
[(culm)pa]ace] [(electric image)court]  "Recreation P Cinema

363k g # ts€k.kdn.sEk.thbg/ [($.63)(R)(tsék.kdg)(s€r)(thG)]

[(med study)court]{(employee)(dine hall)]

ft3g.0% 9.5 # kbk.tcd 1ig.mSy/
[(east south)As1a][(coumry)(umon)]

b. /sg1 # khdg.xli.kék/
[Chili]{republic]

/nfp.ahdg # 3 c3kY o/
[Nantong}[(medical study)court]

butalso /nfg.th3g.3.c3kyy/

{Nantong{(medical study)court]}

c. fuf #ueikewe # th3g.uek/
[no][spine}{animal]
£ #4501 # tsh3.tsdg/
[far][distance][control]

The prosodic structures of all the above polysyllabic compounds can be derived
with the same analysis we use to derive the prosodic structure in trisyllabic compounds.

This suggests that the construction of the prosodic structure in Nantong is post-lexical, i.e.

"Medical College employees' cafeteria”

[(t5g.0¥ )(j5)][(k8t.te3)(11)(mS )]
“Southeast Asia States Association"
[(ts£)(11)){(k1Sg.x)(kd2)]

*Chile Republic”

[(a%.53)10(3.63) ()]
“Nantong Medical College”

[(ny t58n)(3.c3)(2)]
“Nantong Medical College"

[(uf)I(teit)(tem8) ("5 g.v¢)]
“mvertebrate”

[(2)][(tj'$)(11)][(tshé)(ts§ g)]

"remote control”

it respects morphological word boundaries, but usually ignores morpheme boundaries.
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7.1.4. Defooting in reduplicated words
Reduplication is a common process in this language. Many lexical categories may
undergo reduplication, though the prosodic structures of the resulting reduplicated forms
can be different in different lexical categories. In the simplest case, when an adjective is
reduplicated, both tonal and segmental materials of the base are copied. For example, a
monosyllabic adjective can be reduplicated to indicate a vivid description, as shown below.

(248) Monosyllabic adjectives reduplicated

6y o [ed.gd-ti/ [(ed)(s5.61)] “thin (as for paper)"
ns; = N5.15-ti/ [(15)(13.¢1)] "sturdy”

ifig/ —  Nfigafig-ti/ [(tfig)(tfin.ni)] "tight"

s - Ifgs- [(r5)(501)] “thin (as for string)"
K& - xExdti/ [(x8)(x&.ci)] “thick (as for paper)"

Disyllabic adjectives may be reduplicated syllable by syllable, also to indicatc a
vivid description. In this case, the reduplicated second syllable (the fourth syllable of the
surface form) heads a foot on its own, which may include the following toneless affix (e.g.
-ti etc.). The reduplicated first syllable (the second syllable of the surface form), on the
other hand, joins the original first syllable to form a binary foot, and therefore loses its
underlying tone and undergoes tone spreading and lenition processes. Since the behavior of
this syllable is entirely predictable on the basis of Normal Tempo Defooting, I assume that
both syllables are copied with the tonal material as well as the segmental material. These
observations are shown in the following examples.
(249) Disyllabic adjectives reduplicated
fsEgtfhs/ - NtségasEgftamE-ti/  [(tsf.nz€) (/) erb8ci)] “ddy”
fephdy — ffef6.phdy.phdy/ [(fé.16)(pbg)(phg.n1)] “fat"
3 flg) - /k3.kd.fig.fig-ti/ [(k4.y5)(Ji0)(fig.n1)] "happy"
/j5.pa/ — /j5.j5.p4.pa-ti/ [(j5.j5)(p8)(p2 .c1)] "shaky"
These two sets of data seem to suggest that reduplication of adjectives always
involves copying of the entire syllable to be reduplicated, including its tonal and segmental

specifications, However, if the adjective to be reduplicated is disyllabic but monopedal,
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meaning it contains only one toned syllable, then neither syllable is copied with the tonal
material, and the resulting surface form is still monopedal, as the following data show.

(250) Monopedal disyllabic adjectives reduplicated

/paley/ — /ph3piategliegti/  [(p¥s.pi3.13g 43¢ .nl)] “pretty"
/x0.f3/ - /xd.xu.[3.03-ti/ [(x0.xd.§3.f3.,1)} "merry"
Migfog/ — MigligfogSfog-ti/ [(1ig1ig.f5.£5 .n1)l “clean"
/s2.tha/ - /s}.sz.thatha-ti/ {(sh.s%.thd.thd ri)] “cozy"

The problem here is how the rule is to be formalized. We cannot say that a tone is
reduplicated just in case there is a following tone, because in monosyllabic adjectives, the
tone is reduplicated without a following tone. We cannot say the tone is not reduplicated
when there is no following tone either, because we cannot refer to the absence of an entity
in the rule. The correct analysis, I believe, is that one of the fcduplication processes

involves both the toned syllable and its dominating foot, as formalized below.

(251) Foot Reduplication
¢t q>i ¢x
| = | |
O, o G
H H 1

This rule produces an exact copy of a foot i and its head syllable i (the one
dominated by the strong branch represented with the vertical line), and puts the copy right
next to the original foot. In monosyllabic and disyllablic dipedal adjectives, each syllable is
dominated by a unary foot. Therefore, Foot Reduplication applies to every syllable,
producing a sequence of unary feet, which then undergoes Normal Tempo Defooting to
yield the surface foot structure. Of course, for this rule to apply properly, we must assume
that the syllables it affects are lexically marked for reduplication. Ignoring the suffix -#, we

can illustrate the application of Foot Reduplication as follows.
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(252) Sample derivation of foot reduplication

a. monosyllabic monopedal b. disyllabic dipedal

o FR & & o & FR & ¢ & 9
I = | | | [ = | | [ |
G, G, O G, . c, G O G
i i i i J i i J J
led/ ey, 3/ tség.tpbk/ /tség.tségafhk opng/

Obviously, Foot Reduplication does not account for the reduplication of toneless
syllables, since these syllables never come under the strong branch of the metrical foot.
Therefore, we need a rule which reduplicates a single syllable, as formalized below.

(253) Syllable Reduplication
g = % G

Since this rule does not refer to the prosodic status of the syllable it applies to, itisa
more general rule than Foot Reduplication, and therefore must be ordered after Foot
Reduplication under the elsewhere condition. Another observation about this rule is that it
also accounts for the reduplication of the first syllable of a disyllabic monopedal word. This
is because Foot Reduplication produces an exact copy of a base syllable under the strong
branch of a metrical foot along with the dominating foot, and places this copy right next to
the base syllable. This process is not possible if the base syllable is under a branching foot,

because that would lead to a crossing association line violation, as shown below.

(254) Crossing association line violation resulting from Foot Reduplication

6. FR ¢ ¢
r\ = r\'\
o o g GC O
i i i
/sy, tha/ /s¥. sz. tha. tha/

To avoid such a violation, both syllables of a disyllabic dipedal word must be reduplicated
by Syllable Reduplication. A foot expansion rule formalized below will then link the
reduplicated and unfooted syllables to the existing foot, yielding the correct surface foot

structure, as shown in the following sample derivation.
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(255) Foot Expansion
¢

~
~

©
(256) Sample derivation of reduplication in disyllabic dipedal words
Underlying Foot Reduplication  Syllable Reduplication Foot Expansion

l N/A = l = S
% G g % G G 5 % 9 G
/sy. tha/ /5. sz. tha. tha/ As2. sz. tha. tha)/

A technical detail is that syllables or feet that are to be reduplicated must be Iexicglly
marked as such, so that not all syllables or all feet undergo reduplication. In the follo»ﬁng
adjective forms each composed of a monosyllabic adjective and a-suffix, only the second
syllable, i.e. the suffix, is lexically marked to be reduplicated. The resulting sequence of
three toned syllables then undergoes Normal Tempo Defooting so that the second syllable
joins the first to form a binary foot and therefore becomes toneless.

(257) Adjectives with reduplicated suffixes
hfig/ - /tfig-pS.ps-ti/ [efim.md)(p8.ci)]l  “stingy
fxt/ —  /p8.p8-ti/ [(x6.p8)(p3.c1)] “irritable”
Ky o /x5g-£3.f3-/ [(x39.55)(f5c1)] "bloody"
/Gy - /pbdg.phdg-ti/ [(d.ph4)(ptSn.ni)] “dark"
By S feyaep-ti/ [(G8.0zy)(1eP.r1)] “chewy"

There is evidence that Foot Reduplication is lexically conditioned, because all the

"

reduplicated forms it produces are adjectives. The most telling evidence comes from the
following, where the same morphemes are reduplicated with tonal materials in adjectives
and without tonal materials in adverbs. The explanation is that these morphemes undergo
Foot Reduplication to form an adjective but Syllable Reduplication to form an adverb.

(258) Adjectives and adverbs with reduplication
/x5/ - /x5.x8-ti/ [(x8)(x5.c1)] adj. "good"
- /xdx5-ta/ [(x5.x3.c8)] adv. “in good manner"
Ay - Afigatigei/  [(gfia)(e/hinand)] adj. “light, gente”
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~»  Aftigefigte/  [(hingMinns)]  adv. "lightly, genty"
/m3y = /m3g.m3g-ti/ {{m4)(m3.ni)] adj. "slow"
-  /m3g.m3gta/  [(m3.md.ca)] adv. "slowly"

In other lexical categories, tonal material is never reduplicated. For example, when
a monosyllabic verb? is reduplicated to indicate a short and tentative action, the resulting
second syllable is always toneless, as shown below.

(259) Monosyllabic verbs reduplicated
ph/ tlook" —  /fplapl/ [(p¥5.p%3)1  "take alook"
/sby/  taste" — /sbg.sog/ [(s$.s8)] “get a taste”
kéy  "wait" — hégaey/ [(t€.né)] "wait a minute"
g8 play" - [543/ (8430 “play a little"
Astld/  Usit” - ftstilesbu/ [(tsbD.estd)]  “sit for a while"

A class of nouns is formed by reduplicating a monosyllabic verb before the suffix
-2 to indicate someone who carries out the action indicated by the verb or something with
which the action is carried out. A similar construction is formed by reduplicating the last
syllable of a noun or adjective before the suffix -a, which indicates an object with some

geometrical shape. In both cases, the reduplicated syllable is toneless. Following are some

examples.
(260) Nouns formed with reduplication
a. fuhd/ "twist" = /igh.tga-a/ [(te8.25.4)] *(pencil) sharpener"
/kby/ “erase" - /kbAkba-a/ {(kbi kbA.3)] “eraser"
fpho/ "pick"  — /phd.pho-a/ [(pho.ph6.4)] "(ear) picker"
1te8/ "call" - Iteb.po-a/ [(tc8.33.2)] "whisle”
fesy/ “spin” — fefgrcyg-a/ {(tef .nzy.2)] “spinner"
15/ “shake" — fjb.jo-a/ [(j8.55.4)1 “rattler”

2 Reduplication of polysyllabic (including disyllabic) verbs is extremely rare in this language. The function
of reduplicated monosyllabic verbs is carried out for polysyllabic verbs by using of the suffix -xatsz, which
may also be used on monosylabic verbs, e.g.

fe3kaelk/ *fedkteikedkacik/ *[(sStaeicelticin)]
- /e3kselkxatsy/ -~ {{chtapix.xdts)] *do a study”
but /piy/ - /pRplv - [(p.p)1
- /pldxatsy/ - [(pS.xisd)] “take a look”
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fgehe/ “blow" - Ac"He.g¥he-a/  [(tgWhB.tcWBR.a)] “noise maker”
b. Ady "square" ~» /Adgfog-o/ [(£5.£5.)] “square object"
7% “circle" - Kgyge/ {(y.y.5)1 “circle object"
piy/ “flat" — /pig.pig-o/ [(pi.mi.&)] “flat object”
/s3n.k8k/ “triangle" — /s3g.kbk.kok-a/ [s}.(k6k.kd.#)] “tiangular object”
kg “short"  — Afptyg-al [(tg.nY.3)] “short object”

hely/ “sharp" — /Aglgteig-e/ [(te].nzi.a)] “sharp object, tip"
Wiy "warped" - /wg.wag-a/ (w).w3.&)] “warped object"

Certain classifiers, which are the unit names of certain nouns, are reduplicated to
mean "every". The reduplicated syllable is also unstressed in this case, as shown in the
foﬁowing examples.

(261) Monosyllabic classifiers reduplicated
ftsfk.asek x4 wdkti/  [(tsfttsd)[xd1[(wbt.ei)]  “Every crab is alive”

Cl crab alive
/kil.ku th3 g x5.ti/ [(kD.y8)10c) 3 (x5.01)] "Every egg is good"
Cl egg good

/thd jég.jen ta thg.ti/ [th6] [(j&.jé-nd)1[(tdn.n1)] “He knows everything"
he Cl Part. knowledgeable

Many kinship terms are inherently reduplicated, with the second syllable being
toneless, as shown below.

(262) Reduplicated kinship terms

33 .63/ {(t45.035)] "grandpa, husband"

/ad.na/ [(nd.nd)] “grandma"

/né.na/ {(nd.nd)) “wife"

fecty achy/ [{tctD 25ty)] “mother’s brother"

5.3/ [(3.50 “mother's younger sister"
/pbk.pok/ [(p6p.pd)] "father's older brother"
/md.mo/ {(md.mo)] "wife of father's older brother"
/pd.pa/ [(pa.pa)] “father's younger brother"
/ség.sey/ [(s£.s8)] "wife of father's younger brother"
/kd.ku/ [(kD.y2)] “older brother"

teb g/ [(tg5.23)1 “older sister"

Athy i/ ((thi.thi)] "younger brother"
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/m&.me/ [(m&.mé)] “"younger sister"

When parents talk to small children, they reduplicate some simple words, also with
the second syllable produced by reduplication being toneless, as shown below.
(263) Reduplicated forms in motherese

hesk/ “foot” =  [fedkagok/  [(tedtted)]  "tootsie”
/se/ “hand" -  /sé.se/ [(sé.s@)] “handie"
/ké/  “dog" - [ké.ke/ [(ké.x2)] *doggy"3
lgba/  "kid" - /lgb.go/ [(gd.96)] "kiddie"
fud/ “broken" —  /uvd.va/ [(vi.vd)] "broken"

All the reduplicated forms shown above are derived by first copying the syllable to
be reduplicated with Syllable Reduplication, and then associating the new syliable with the
existing foot by Foot Expansion. Therefore, the only lexical cétcgory in which Foot

Reduplication may apply is adjective.

7.2. Prosodic structure in phrasal constructions

The prosodic structure of syntactic phrases including sentences reveals several facts
about the relationship between prosodic structure and syntactic structure. First, the
construction of metrical feet and phonological words usually takes place within
morphological word boundaries. Second, because of a rule that combines two monopedal
words into one bipedal word, and because of the Foot Expansion rule, a metrical footor a
phonological word may be constructed across word boundaries. Finally, prosodic
constituents larger than the phonological word, i.c. the phonological phrase and the
intonational phrase, do exist at syntactié phrases, but their boundaries do not necessarily

correspond to those of syntactic constituents.

3 Instead of the expected [(ké.y?)], the form [(ké.k?)] is found. In general, lenition does not occur in such
words in motherese, although tone spreading and tonal default rules do occur. The reason for this exception
appears to be metalinguistic.
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7.2.1. Phonological words bounded by morphological words
It was shown earlier in this chapter that in constructions which look like
compounds but still contain word boundaries, metrical feet and phonological words are
built within the morphological word boundaries. We will see in this section that this is also
true in phrases that contain ﬁomhologicﬂ word boundaries. In other words, the parsing of
a syntactic phrase into phonological words is usually the same as its parsing into

morphological words, as shown below.
(264) Parsing of syntactic phrase into phonological and mbtphological words
a. /o'.mé #sd # mid.xve/ “Second sister goes to market”
[(F)(mB)I(s])1(m¥E)(x78)] slow, normal and fast tempo
*[(£)(m&)1[(s§ )(mi8)(x%€)]
*[(£.mé)(sq.m5)(xvE)]
*[(at.mé.sq.mi5.x"8)]

cf. b. /m3.fig.cg tsvg.phig/
*[(m3)(10)(s7E)I(ts"E)(pHin)]
[(m3)(FLg)I0(s¥E ) (tst8)(ptEn)] slow tempo
[(m3.Sig)(evs ts16)(p*in)] normal tempo
[(m3.fig.c74.ts45.pMp)] fast tempo
In (264a), the third syllable /s3/ cannot be the final syllable of a word including the

"chronic kidney disease”

first three éyllables, because if it were, then its lower register tone LM would trigger
Register Dissimilation in the preceding syllable /m&/ and cause it to surface as [mé], which
is not true. This syllable cannot be the first syllable of a word including the last three
syllables either, because if it were, it would undergo Initial Register and surface as [s§],
which is also false. Therefore, this syllable must stand alone as a phonological word, with
the preceding and following syllables forming two separate phonological words. In (264b),
on the other hand, we find the same speech tempo sensitive prosodic structures as we find
in polysyllabic monomorphemic words. The following narrowband spectrograms clearly
show the difference in pitch contour between the pentasyllabic sentence and pentasyllabic

compound shown above.
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{265) Spectrograms of /3L mEHsP#mi3.x"d/ and /m3 fige™E st piig/ in normal tempo

[(md.fig) (e"&asvg) (p¥ip)]

[(#)}m&)I(sR)I(mB) (x~&)]
Figure 19 - Spectrograms of /3.m&#s$#mi3.x*¢/ and /m3 . figevd.ustd.piig/

Thus, it appears that morphonological word boundaries are respected in the

construction of prosodic structure in syntactic phrases as well as in compounds.

7.2.2. Merging of monopedal phonological words

If every phonological word is built within morphological word boundaries, then we
expect that a morphological word boundary always coincides with a phonological word
boundary. If this is true, then every syllable that precedes a morphological word boundary
ought to undergo phonological rules that apply to word-final syllables. For example, a
word-final LM tone syllable ought to become MLM prepausally or ML otherwise, and a
word-final L tone syllable ought to become ML. However, in the following data, the LM
syllables that precede a morphological word boundary often behave like a non-final syllable
by undergoing Initial Register Deletion and becoming MH.
(266) Phonological words across morphological word boundaries?

a. VNP
/md #3y/ [(mE)(ch3)] "sell eggs”
/it #tdy  [(mAcs) ()] "sold eggs"
of. /mi#uSgkd/  [(mA)(thE)(kS)] "sell egg cakes"
S #x78.0  [(x76)(x¥0.2)] *draw a picture”

K340 #x78.0/ [(x74.05)(x78.2)]  "drew a picture”
of. /"8 # "3ty [(x75)](x"6)(tet8)] “draw a portrait”

4 No clear evidence for this process is found in noun phrases, since whenever the modifier of a head noun is
monasyllabic, it becomes part of a compound.
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b. V AdjP

/ndg # vd.ta/ [(n5g)(vi.ch)] “handled and damag

/j3g # ey o/ [(j50 )tehP.cd)] "was used and became old"

/m3 # k7og.ta/ [(mE)(k¥§.n3)] “sold out"
c.VVP

fud # j3g/ [(vé)(j30)1 "knows how to use"”

fud # jag.ta/ [(vé€)(jap.cd)] "has become able to use”
d. NP VP

A3 g # cp.ta/ [(15)(s8.n3)] "meal has become smelling good"

of. /m§£3g#ed/  UmE)L3)I(cEN “rice meal smells good"
Mt #1300/ [(he.£)(13.03)] "beans have become rotten”
cf. fmbythd #13n.ta/ [((w§)(t48)](15.n3)] “soy beans have become rotten™

A closer examination of the above data reveals that a phonological word is built
across a morphological word boundary just in case there is a monopedal word on each side
of the word boundary. Therefore, these phonological words can be regarded as the result
of a phonological process that fuses two monopedal words into a bipedal one. This process
seems to reflect an effort to avoid monopedal words, and is consistent with the observation
that phonological words in this language are usually binary. We can account for this

process with a rule formalized as follows.

(267) Word Fusion
11
¢ ¢

With this rule, we can maintain the claim that phonological words are constructed
within the boundaries of morphological words, while offering a plausible explanation for
the apparently exceptional phonological words across morphological word boundaries.

One should note that Word Fusion does not apply if the preceding monopedal word
is focused (emphasized) or prepausal. For example, words being contrasted always are the
foci of an utterance and therefore they receive more prominence and do not undergo Word

Fusion, as the following examples show.
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(268) Contrastive constructions not undergoing word fusion
/mi th3g pfk mé th3y/ (m0eey] v [pé][mﬂ[t“gl
"Sell eggs, not buy eggs:"
A8 x"3.2 pfk.jd mI8 x"3.0/  [xVB]I(x¥5.5+)] v [(p€.33)NmIS1[(x¥8.2)]
*Draw a picture, don't trace a picture.”
(3 16c81 ¥ [(ts6p.p2)lcd]
*(Rice) meal smells good, porridge does not."

/3y ceg ts8k pék cey/

7.2.3. Expansion of metrical feet across morphological word boundaries

Word fusion is one case where a prosodic constituent can cross a morphological
word boundary. Another case where this can happen is the expansion of a metrical foot to
include unstressed words separated by word boundaries.

Postverbal prepositions such as Ja "at", xo "to" etc. and poétverbal bare classifiers
such as t>, pg etc. are toneless and undergo lenition and tone spreading, just like verbal
suffixes. Following are some examples.

(269) Postverbal prepositions undergo tone spreading
HAdg-ta 1a tebk-sog/ [(f§.nd 15.)][(&:65 53)]

put-Prf at table on “put on the table"

fégta tar whig la tebk-sog/ (fg nd r3)1(tehy 14)1[(te8s.53)]
put-Prf some money at table on "put some money on the table"
/nb-ta la sé-sog/ [(nd.c§ 14)1[(sé.sq)]

hold-Prf at hand on “held in hand"

/nb-to pegsp la sé-sog/ [(nd.r$ p)I(sp li)][(se s0)1
hold-Prf C! book at hand on "held a book in hand"

Jte3-ta xo tsdg.sdy/ [(tc8 .03 x3)I(tsd){(s3N

loan-Prf to Zon San “lent (it) to Zon San"
feS-ta peg sp xo gu/ [(e3.03 S )M(sP xo gu)]
lend-Prf Cl book to me "lent a book to me'

/nb-ta xo 11.5%/ [(nd.c5 x3)1(11)(s2))
take-Prf o Li Si “took (it) to Li Si"

/nb-ta ta- telig xo tho/ [(nd.c5 c£)I[(tehy x5 t“o)]

took-Prf some money to him “took some money to him"
The indefinite pronoun tz "some" is usually toneless, and so are postverbal

personal pronouns gd "me", ai "you(s)", t# "him/her/it", gd.nen “us", ni.nen

172
“you(pl)", t4d.nen "gb “them", unless emphasized. These toneless pronouns also undergo

lenition and tone spreading; as shown below.

(270) Postverbal pronouns undergo tone spreading

thik-ta ta/ [(cfoietd.ca4)]
eat -Prfsome “ate some”
/nb-ta ta/ [(nd.c.c4)]
take-Prf some "took some"
/ph3 tho.ney/ [(p6 t10.ng)]
fear them “fear them"
hety tho.neq/ (et t86.0£)]
beg them "beg them"”
Jtg5-ta x5 gu/ [(te3.c3 x3 g}l
lend-Prfto me “lent (it) to me"
/nb-ta xo tho/ [(nd.c5 x5 thé)]
took-Prf to him "took (it) to him"

If a personal pronoun is used as the subject of a postverbal clause, it is usually
toned and therefore does not undergo tone spreading, as the following examples show.

(271) Subject personal pronouns do not undergo tone spreading

/S jEg.ve gl.neg pék tshEg.fig/ [(t%)][(]i ué)1{(gt. mﬁ,)][(p{:'t)][(tshg~ Jin)l
he believe we not sincere He believes that we are not sincere”

/96 kbk.tsha ni sz ku x5.j€y/ [(n6)I[(ke.tstd)Il(ni sZ Y\S)][(xa)(_]é)]
1 think youareCl nice person "] think you are a nice person”

When there are toneless postverbal prepositions, classifiers and pronouns in a
sentence, tone spreading crosses boundaries of major syntactic constituents, as shown in
the following illustration.

(272) Tone spreading across boundaries of syntactic constituents
VP

PP NP PP
/¥ A/
P N V Dt NP N
[(s3.03 x5 )] [(te3.c3 p2)I(sR x5 gb)]
We know that tone spreading occurs within the domain of a metrical foot. We also
know that the construction of prosodic structures respects morphological word boundaries.

Therefore, tone spreading ought to end with the right edge of the verb or noun that
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precedes a toneless word. Yet, as we can see, the domain of tone spreading in the above

examples goes beyond that right edge. A natural explanation of this paradox is that in these
examples, tone spreading occurs in a metrical foot which has expanded to include any
number of toneless syllables that follow. No additional rules are necessary to account for
this phenomenon, since the effect of foot expansion can be achieved with the same rule that
associates toneless syllables produced by Syllable Reduplication to the preceding foot, as
discussed in 7.1.4. What is important is that the foot expansion illustrated here exemplifies
yet another case where a prosodic constituent can cross m&rphological word boundaries.

(273) Sample derivation of Foot Expansion across syntactic boundaries

Input Foot Expansion Lenition & Tone Redistr.
¢ ¢ ¢ ¢ ¢ ¢
G 66 G OGO G GO0 O OC GO .0 66 6 G O
/né-ta ta- 5hig xo tho/ /n6-ta te tgBig x5 tho/ [(nd.c5 r4)][(te), x5 98)]
took-Prf some money to him "took some money to him"

With the prosodic structure so constructed, lenition and tone spreading naturally

occur across morphological word boundaries.

724, Intonational phrase and phonological phrase

Both the intonational phrase and phonological phrase are sequences of phonological
words that serve as domains of some phonological processes. An intonational phrase may
be defined as a sequence between two pauses, and a phonological phrase is smaller than the
intonational phrase,

1 have shown in chapter IV that a number of rules apply in all syllables except
prepausal ones. These rules include Coda Nasal Assimilation which causes the coda nasal
to become homorganic with the following consonant, Coda Obstruent Assimilation which
causes the coda obstruent to geminate to the following consonant, Place Feature Default
which supplies the default place feature {dorsal] for placeless segments, and some others.

The Foot Expansion rule discussed earlier also applies within a span of non-prepausal

174
syllables. If we regard this span of syllables as the intonational phrase, with the prepausal

syllable as the right edge of the intonational phrase, then all the above-mentioned rules
apply within the intonational phrase. In fact, no rules in this language may apply across the
boundary, i.c. the pause, of such an intonational phrase.

On the other hand, there are two rules that apply with a domain which is larger than
the phonological word but may be smaller than the intonational phrase. First, the Word
Fusion rule we discussed earlier in this chapter does not apply if the first word is prepausal
or focused (emphasized), as shown below, where boldface indicates focus and a check
mark indicates a pause.

(274) Contrastive constructions that do not undergo word fusion

/md 839 pek mé th3y/ [(m&)I(ch3)1((p€)I[(m4)1[(t23)]
sell eggs not buy eggs "Sell eggs, not buy eggs."
of. /md th3gy [(m&)(c53)]

sell eggs "Sell eggs"”

ftég vd.to ¥ gSg.tfig pekotseg vd/  [(t8)1[(va.cd)], [(g4.n330)1[(pét.tsg )1{(vd)]
lamp bad prf eyes notprf bad “Lamp has become bad, eyes have not."

cf. g vdta/ [(t£)(va.c8)]

lamp bad prf "Lamp has become bad."
/mi £3gV m¥ migV md tig.fin/ {(m%)(£3)1{(mE)(mI)I[(ma)(ti.rig)]
sell rice sell noodles sell snacks "Sell rice, sell noodles, sell snacks.”

/mé-ta ta- tf3.t83 gV gik.ih3 gV xu o283 g/
buy prf some chicken eggs duck egges and goose eggs

[(ma.c5 c&)1I(ef3)(t63)], [(g30)(e)], xb [(8.8)(t3)]
“Bought some chicken eggs, duck eggs and goose eggs."

Word Fusion does apply if the second word is focused or prepausal, as the

following data show.

(275) Contrastive constructions that do undergo word fusion
/md t83g pe md jig/ [(m%)(t23)1pe1{ma)([ L)l
sell eggs not sell salt “Sell eggs, not sell salt.”
hdgud.ta ¥ pek sz dg ta/ [(t4)(va.c3)], [pt.s£1((4.n3)]
lamp bad prf not is dim prf "Lamp has become bad, not dim."

The seond rule that applies within a domain smaller than the intonational phrase but

larger than the phonological word is the Non-Initial Decontour that we discussed in chapter
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V. This rule changes a non-initial LM into L (which later becomes ML by M Insertion).

Unlike most other tonal rules, which apply within the phonological word, this process can
apply across a phonological word boundary (which may or may not correspond to a
morphological word bour{daxy), as we can see from the following data.

(276) LM decontour across a phonological word boundary

/té.abd # shd ko/ [(¢8)(cha)1(tsh2.v3)]
[reat] [self] “treat oneself"
gl # ség.je/ [(ereig)(x0))(s8 j2)]
[celebrate][birthday] "celebrate birthday"

/3-.m& # sdg # mIx"e/

[(&)(me))(s§)H(mI5)(x"e)]
[two sister]{up][market] i

“Second sister goes to market"

However, if the word-final LM is prepausal or focused, it no longer undergoes the
Decontour rule, Instead, it surfaces as MLM by M Insertion, as shown below.

(277) LM decontour fails to apply across a phonological word boundary

Jté.ehd # csh ka/ [(té)(th¥)I[(tshR.v3)]

{treat] [self] “treat oneself™

fidand st ka/ [(e8)(e13)] V [(tshR.y3)]

[treat] V(self] "wreat ¥ oneself”

Afuigxd # ség.je/ [(tshig)(xU)I(sE.j2)]
[celebrate][birthday] “celebrate birthday"

Aftdgxd ¥ jég.je/ [(eseig)(xt)] V [(s§-j2)]
[celebrate] ¥ [birthday] "celebrate V birthday™

/3.m3¥ \ s3g # mi3 x"d/ [(#)(m¥)] V [(s3)I(m3)(x"E)]
[two sister] v [up][market] "Second sister V goes to market”
/3t.m3 \ s3g ¥ m3I3 xvd/ (&) (m¥)] ¥ [(s3)] ¥ [((mi5)(x"&)]
[two sister] v {up] v [market] “Second sister ¥V goes to + market"

(&) mE¥)I(s§)I(mIs)(x8)]
"Second sister goes to market”

[(&)(m&)1(s§)I(mI5)(x~2)]
"Second sister goes to market"

/a*.md # sdg # miI3 .x~e/
[two sister]{up][market]

/3.md # sdg # mI3 x~&/
[two sister]{up]{market]

The behavior of Word Fusion and LM Decontout suggests that they both apply
within a domain whose right edge is a focused or prepausal syllable. As this domain is
larger than the phonological word but smaller than the intonational phrase, we shall refer to

it as the phonological phrase.
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There is no evidence that phonological phrase and intonational phrase correspond to

any syntactic categories. The discourse focus that defines the right edge of a phonological

phrase is usvally pragmatically determined, and may be placed on words that are not at the

right edge of a syntactic category. As a result, there is no correspondence between a

phonological phrase and a syntactic category. In the following example, the first
phonological phrase (dominated by @) includes only part of the first VP, and the second

one includes part of the first VP and part of the second VP. Neither correspond to a single

syntactic category.

(278) Phonological phrases versus syntactic categories
I VP

L] ® O VP VP
| _——1 |

Pror T T
¢<lb¢¢¢ P !\N!P
LGLLL V N neg V N

[(m#)] W(eB5)] [(pé)1 [(md)] [(183)] [(m&)] [(t83)] [(p£)] [(m4)] {(:83)]
sell eggs not buy eggs sell eggs not buy eggs

With regard to intonational phrases, it is true that their boundary, i.e. the pause,
usually coincides with the boundary between syntactic constituents. However, this fact
alone does not guarantee that an intonational phrase always corresponds to a syntactic
category. In the example illustrated below, it is quite clear that the first and the third
intonational phrases (dominated by I) both encompass materials that are not exclusively

dominated by a single syntactic category.
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(279) Intonational phrases versus syntactic categories (280) Sample derivation of intonational phrase
VP [(m)] [(thd)] [(p&)] [(m4&)] [(:83)]
= A
NP : Building metrical feet c ¢ 6 6. °
0} 0] © 0 0}
NP e R
PR ST AL W RV R
Z . . é hN A hN ﬁ.é N
[(ma t‘é r )][(03)(‘ 2)] [(uot‘)(t’ Q.)] x_‘" [( )(thg)] Buﬂding phono]ogical Words c o M o S
U <II> D <]D
/T\\\ /‘
I I I o ) o 03 o
I | I N
AR SENE
1 |
[0 (0] @ [} 1 . le} c g [e} (o}
h al phras
| A A Building phonological phrase I
¢ ¢ ¢ ¢ ¢ ¢ ¢ I
e I ~ | & = b
6 0 ¢ 6 © y G © f]j G 6 ¢ l I
i c5. c&)I(Er8)(EE)IN (L) (e 8 &) (3 ]
[(méd. 5. o&)I(ef3)(3)INI(g3e)(ee3)IVxu [( ) (3] o o & o o
The construction of the phonological phrase and the intonational phrase in this l | | | !b
¢ ¢ ¢ ¢
language seems to be quite simple. After the construction of metrical feet and phonological l | | ] |
qae s . c o
words is complete, we build a phonological phrase on every focused or prepausal word, Building intonational phrase o o °
which is the head of the phonological phrase because it dominates the only syllable in the -//,,-711 )
. . . . 0] D @
phonological phrase that can preserve its underlying LM contour. After that, we build an
| _—1 |
intonational phrase on the prepausal phonological phrase, which is the head of the |‘° Im /‘m TJ
intonational phrase because it dominates the only syllable that ends Foot Expansion and ] ¢ ¢ ¢ ¢
o - , [ T R
d O ! . i
may undergo Coda Obstruent Glottalization. Following is a sample derivation of an Applying Word Fusion G G S c G

intonational phrase.
P We assume that Word Fusion and Foot Expansion are both structure changing

rules. They are not involved in the construction of the prosodic structure. Rather, they alter

parts of the prosodic structure when it is completely built.
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7.3. Summary
In the above, I have shown that prosodic consituents and morphosyntactic
constituents are not isomorphic. Although metrical feet and phonological words are
constructed within morphological word boundaries, tl}cre can be more than one
phonological word within a morphological word, and a metrical foot or phonological word
can cross a morphological word boundary due to the later rules Word Fusion and Foot
Expansion which alter the prosodic structure. The phonological phrase is constructed with
a focal or prepausal syllable at its right edge, and the intonational phrase is constructed with
a prepausal syllable at its right edge. Neither one corresponds to a major syntactic
constituent or is sensitive to some syntactic relation. With regar(_i to the preservation of
morphosyntactic information in the prosodic structure, the only clear-cut case is a constraint
against splitting non-word-final embedded morphemes into two metrical feet. Another case
where morphosyntactic information appears to influence phonology concemns Foot
Reduplication, which only applies to adjectives, and Syllable Reduplication, which applies
to all lexical categories except adjectives. Other than these two cases, no interaction is

found between phonology and morphology or syntax.
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APPENDIX A SCHEME FOR THE NANTONG PHONETIC ALPHABET

The transliteration of local personal and place names occasionally used in this study
with Roman letters in lieu of the International Phonetic Alphabet is based on the following
Nantong Phonetic Alphabet, which I designed to provide an easier way of transcribing
local personal and place names, recording vernacular literature, helping native speakers
obtain literacy, and even teaching this language to non-native speakers.

1. The Alphabet (24)
Aa Bb Cc Dd Ee Ff Gg Hh Ii Jj Kk LI
[61 [pel [tsel [te]l [s1 (fe] [ke] [xe] [i] lice]l fke} [le]

Mm Nn Oo Qq P Ss Tt Uu Vv Yy 2z
[me] [ne]l [o] [ekhu] [p‘ge] {sel [the] [u] (gl [yl [isz]

IL. The Initials (35)

b P m f d t n I g k h ng
pl 1 Iml (] (cl 1 [} 0] [k} kb [x] [0

j ¢ch sht z c s v bi pi m d t
itel [t (el [es] Gst] (s1 [l [p1 (¥ [md [ [
ni it i gu xu u iy chy shy vy
] @1 q k¥ k%] [x*] [w] [ee™] [e*¥] [e¥] [yl
II1. The Finals (30)

a a o e e i u y ir yr z v
b1 [al [o] [s] el [l [l {31 3] [z] gl

an on en ein? in un yn ing? eng e
[l gl fg] fel (i1 (yl [l [ligl [e0] [ol
ag aq oq eg ig uwq yq ig
7] [a2] [o?] [e?] 2] el 2 iz

IV. The Tone Marks (5)4
lowlevel °[*] highrising “[“] highlevel™["] high falling™ [*] lowrising”[*]

1 The initials j, ch and sh are to be pronounced as [¢f], [¢f] and [f] when followed by ir, yr or ing.
2 The initials 1 and n are to be pronounced as [¥] and {o¥] when followed by ein.

3 The letter i in this final is omitted when preceded by jy, chy, shy or y.

4 Tones are to be marked on the last vowel of each slyélgble. Toneless syltable are not marked.

V. The Syllables (400)
The table below includes all the syllables of Nantong Chinese, with tones suppressed.

ba
bai
baiq

EETEE

beng

bie
bin
bing
big
bir

bogq
bu
bun

[¢1

[a]
[po]
[pal
[pa?]
[pzl]
[pa?]
[pal
[pel
Ipgl
[pagl
[pe?]
[pial
[pil
[pin]
[pi?]
[p3]
[pol
[pel
[po?]
[pul
[pul
Ipgl
[tshal
[tsta?]
[tsty]
[tsbo?]
[tsta]
[tste]
[tstg]
[tsbag]
{tste?]

cha
chaq
che
chei
chein
cheng
chin
ching
chir
chirq
chig
chy
chyei
chyen
chyeq
chyn
chyng
chyon
chyoq
chyq
chyr
co
con

coq

R BRQE

q

daq

[teho]
[teta?]
[tghia]
[tche]
[whel
[tetag]
ftehil
[tftig)
(¢r83]
[hi?]
{tehi?)
{tcty]
[ic¥te]
[tevhg]
{ts7e?]
[tehy]
[te¥hig]
fwe™ig]
[ts¥07]
[tchy?]
[eft3]
[tsho]
[tstgl
[tsho?]
[tstu}
{tshp]
{tstz]
[ta]
[ta]
[ta?]
{ta]
{to?]

de
dei
den
deng
deq
der
di
dia
die
din
ding
diq
don
dogq
du
dv
dy
dyn
dyq

eng
er
fan
faq
fei
fen
feng
feg
fon
foq

[ta]
[te]
ltgl
{tag]
{te?]
[ta]
fril
[tio]
[tda]
[til
[tig]
[ti?]
[tol
[to?]
[tul
[tgl
[yl
[yl
[ty?]
[e]
[g]
[ag]
[2]
[f2]
[f52]
[fel
fgl
{fagl
[fe?]
[fol
[fo?]
fpl

gai
gaiq
gan
gaq
ge
gei
gen
geng
geq
go
gon
g0oq
gu

guaig

guaq
guei
guen
gueq
gun
guo
guon
guoq
guq

ha
hai
han
hag
he
het

(kal
[ka?]
kgl
[ks?]
[kal
{kel
kel
[kagl
[ke?]
[ko]
fkol
{ko?]
[ku]
[k¥a]
[k¥a?]
[k¥a1
[k¥>7]
[k¥el
[k"g]
[kve?]
[kyl
[k¥o]
[k¥g1
[k¥0?]
[ku?]
[kgl
[xo]
[xa]
[x3]
[xo7]
[xa}
[xe]

hen
heng
heq
ho
hon
hogq
hu
huai
huaiq
huan
huaq
huei
huen
hueq
hun
huo
huon
huog
hv

iag
ie
iei
iein
ien
ieng
ieq

ing
iq
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[xg]
[xag]
[xe?]
[xo]
[xg]
[xo?]
[xu]
[x¥al
[x¥a2]
[x¥2]
[x¥22]
[x¥el
x¥g]
[x¥e?]
[xyl
[x¥o]
[x¥g]
[x¥0?]
[xgl
fjol
{jal
[jo?]
[jal
[jel
(el
(el
Gagl
fje2l
il
[jig]
vl
[3]



jaq

jein
jeng
Jjin
jing
jiq
Jr
Jy
jya
Jyel
jyen
jyn
Jjyng
Jyo
jyon
jyoq
iva
jyr

kaiq

kaq
ke
kei
ken
keng
keq
ko
kon

koq

[eeo]
fteo?]
{tcal
[tcel
[teg]
[tean]
[teil
[tfigl
{ei?]
[tf3]
eyl
[te¥a]
[ts7e)
[te7g]
ltey]
[e¥ig)
[te¥ol
[te¥g]
{tc¥0?]
[tey?]
[ef3]
[kba]
[kia?)
[kbo}
[kio?]
[kba}
[khe)
kbgl
[ktag]
[khe?]
[kho]
[kbg]
[kho?]
[kfu]
[k*ha]

kuaiq

lon
loq
lu
Iv
ly
lyn
lyg

[k*a?]
(k3]
[k*ho2]
[k*be]
[k™hg]
{khy]
k*to]
[ktio]
[k*a?]
[khp]
[15]
[1a]
[1a?}
2]
157]
[1a]
[Le]
{13e]
figl
[tag]
[1e?]

1)

[1452]
{l3a}
[1il
[tig]
[1i?}
[lo]
{ig]
(lo?]
[1u]
gl
[yl
13'}
[ty?]

meng

mie

ming
miq

mon
moq
mu
mun
na

nan
naq
ne
nei
nein
nen
neng
neq
ngai
ngan
ngaq
nge
ngei
ngen

[mal
[m3]
{mo?]
[ma}
[me]
[mg]
[mag]
[me?]
{mia]
{ms)
[mi]
[mig]
[mi?]
[m3]
[mo]
[mgl
[mo?]
[mu]
[my]
[na]
[na]
[nal
[no7?]
[na]
[nel
[nig]
[ng)
[nagl
[ne?]
[pal
g2l
[go?]
[ga]
{gel
[nel

ngeq
ngo
ngon
ngoq
ngu

niag
nie
nin
nig
no
non
noq
nu
ny
nyn

[ge?]
[gol
(gel
[go?]
[gu]
{ni]
[n$?2]
[nia]
[nil
[ni?}
{no]
[ng]
[no?]
(nu]
{ny]
[ny]
[n3]
{o]
{phal
[pha?)
ip"sl
po?]
[phal
[phel
fphel
[ptap]
[phe?]
[p*a)
{pa]
(pi)
[ptig)
[phiz]
Iph3]
[phol
Iphel

pu
pun

pv

saig
san
saq
se

sei
sen
seng
seq
sha
shaq
she
shei
shein
sheng
shin
shing
shiq
shir
shy
shyai
shyan
shyei
shyen
shyeq
shyn
shyng
shyon
shyoq
shyq
shyr
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[pho?]
[pw]
{ptul
[p4pl
[sal
[sa?]
(s3]
[s02]
[sal
[se)
[sgl
[sagl
[se?]
[gs]
[eo?]
[gal
[gel
[eg]
[eag]
[eil
[rigl
l¢i?]
3l
[yl
fg¥a]
e¥21
[c¥e}
le¥g]
[eve?]
(5]
[e¥igl
le¥ol
{g¥o?]
ley?]
{3l
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so [so] teng  [thogl |tyq y?21 |y [yl zaiq  [tsa?]
son [sql teq [the?] |u [u] yei fyel zan [ts3]
soq [so?] i [ebi) uan [wa] yen [ygl zaq [tso?]

su {sul tie [Ue] Juaq [wo2l |{yeq [ge2] |ze [tsal
sv [sgl tin [thi] un [yl yn x] zei [tsel
sz [szl] ting  [thig] |uo [wol ynqg [yigl fzen [tsg]
[tha] tiq [tti?2] fuon  [wgl yo {jol zeng  [tsagl

tai
taiq  [ha?] |to [tho] woq [wo?] }yon [ygl zeq [tse?]
tan [thy] ton [tho) v [ugl] yoq [yo?] z0 [tso]
taq tho?] |[tog [tho?] | vai [va] yq y?] zon [tsg]
te [tha] tu [thu] vei [ue] yr (3] zoq [tso?]
tei [tte] tv (gl ven  [ug] z [tsz] |z [tsu)
ten - [tbgl] tyn {thy] veq [ue?] zi {tsa] zv [tsp]
VI. A Sample Text

VGUEI DA TVER SAIPE

[(upk=?) 3 (t4fi3) sd phS]

TURTLE WITH HARE RACE

Céngclfin, § zeq tver hu zeq Yguei. Tver 1€s kiinbecchir Vguei, shin to pél¥ @

[tshE nuchy (Frsd J(ebfa)xbest (0pk7e)(tf&)18s(kd me)ef85( uPkw2)(cithd )prs1pehd]
before  existel hare andel turtle hare always look not up turtle complain him walk too
Once upon a time, there were a hare and a turtle. The hare always looked down upon the turtle, and

min. Y iq tinz, $guei dei tver shyq, “Sendeq ni I€s stfin ngu pélV mén, ngi chy da ni

[my(§ ji)(thes2)(upkmé te)(thfa)ey2 (sEnd ni)is(cy 96)ptSIR mi(gl why o ni)]
slowexistoneday turtle to hare say save youalways complain me walk slow I then with you
complained about him walking t00 slow. Onc day, the turtle said to the hare, "Since you always complain

bir xdiz ba, kinde lagu pédeq kual.” TVer shyq, "Hedisai, bir chy bir." To shing dixe
[(p§xhz p5)(kdndldyi(phs.cé)kwtd (thfid)eP?  (xbrisd)(pStshy)ps té (Jig nixd)]

race once sug see which walk can fast hare say  good race thenrace  he heart under
about me walking slow, let's have a race and see who runs faster.” The hare said, "Good. If you want a race,

shein, "Geggu mintenngei, ingin it da ngd bisal. Ven sv!" Tonen chingde héer 0

(e (kékkd)(mBthg)gé tigiL j4 18 g6 phsd uf B (hdnd)(ytin.nd)(x&S)esd]
think this  slow buffalo even want with merace surclose they asked monkey do
you have a race.” He thought, "This slowpcke, how dare he race with me, He's sure to lose!™ They asked






