WORKING PAPERS IN LINGUISTICS NO. 17

By

Sara 5. Garnes, Ilse Lehiste,
Patricia Donegan Miller, Linda R. Shockey

and Arnold M. Zwicky

Department of Linguistiecs
The Ohio State University

Columbus, Ohio L3210

May 19Tk



o

! % Jafuita) sesd ,:_I:-M‘.tté B el

I . L -0 e i B aBbuit e [i8 sanonodl JE_EXM

& .  aiE (it BlowrA dae

..| 5_
3 - b

' _ .
. : 5

P o i

satssbmgnid Yo snsafianal

TR = | " ytianavied 22838 o wdT

Bi4gE. oldD . aedmiies

Jppie i

R I
e



Introduction

Most of the contributions to this volume are from the ares
of experimental linguisties. The volume begins with Linda Sheckey's
doctoral dissertation, submitted in 1973. The paper by Sara Garnes
constitutes an expanded version of a paper given at the summer
meeting of the Linguistic Scciety of America in Ann Arbor in August
1973. A condensed version of the first paper by Ilse Lehiste was
presented at the 86th meeting of the Acoustical Society of America
on October 30, 1973, at Los Angeles. The second paper by Lehiste
and the paper by Patricia Miller appear here for the first time.
The work of Ilse Lehiste and Linds Shockey was partially supported
by the National Science Foundation under Grant GS-31L9L #2, Sara
Garnes' work was partially supported by NSF grant GS8-36252,

The volume alsoc contains two annotated bibliographies by
Arnold M. Zwicky and one by Patricia Miller on topics that happen
not to be directly connected with experimental linguisties, but
continue a feature started in Working Papers 16.
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CHAPTER I

1.1. This study examines some general aspects of connected
American English speech. It deals with recurrent low-level phonological
processes found in connected speech and the differences in realizations
of these processes in two different styles of speech (Chapter II),
the interrelation of speed and style as determiners of phonological
reduction (Chapter III), and the degree to which style of speaking
affects the achievement of vowel targets (Chapter IV).

Humerous studies have been conducted on connected speech, usually
to determine the characteristics of individual dimlects of English
(Stanley 1937, Hall 1943, Hubbell 1950, and Pederson 1965, to name
only a few). These studies, based on data taken from a large number
of subjects, characteristically consist of impressionistic phonetie
analyses of recordings made of subjects reading a story, sometimes
supplemented by recordings or field cbservations of relaxed conversations.
They invariably attempt to describe all (segmental) characteristics of
the dialects in question, with little emphasis being put on special
properties possessed by their data as a direect result of its being
naturally flowing speech rather than words in isclation. The study
at hand, unlike those mentioned, singles out properties of unself-
conscious speech for particular consideration. Also unlike the works
mentioned, it is not concerned with arriving at a phonemic inventory
for the dialects studied.

The phonological properties of informal or relaxed speech are
currently under investigation by several phonological theorists,
notably Labov, Zwicky, Stampe, Bailey, Harris, Dressler, and Selkirk.
Bailey has discussed several low-level processes (1973, to appear) and
attempts to explain the generalization of some of these through a
horizontal and vertical wave theory of rule propagation, which
includes as essential parameters not only relationships between and
amcng speakers who menifest a particular phonological process, but
also sociological relationships (age, status, ete.). Labov is also
concerned with social determiners of variant pronunciations (1966,
1958, 1972) and attempts as well to relate synchronic variability
to diachronic sound change (for a concise statement of his view,
see Weinreich, Labov and Herzog in Lehman and Malkiel 1968:186). Labov
et al (1972) has done extensive spectrographic studies of variable pro-
nunciations by subjects in different social situations which he believes
to reflect '"sound change in progress'. Stampe (1972) uses numerous
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examples from Fnelish casual speech in develoning his theory of
natural phonoclogy, especially when discussing the feasibility of
rule ordering (Stampe, Chapter 2).

The other phonologists listed above have studied low-level
rules in regard to generalization of application as a function of
speed and/or style of speech. Harris (1969) proncses that rate is
a determinant of several possible stylistic levels in modern Mexican
Spanish. Zwicky (1971) discusses processes in his dialect of English
vhich become mere generally applicable along a continuum of greater
to lesser formality. (I use '"formality' here as a cover term for
slow speech rate and non-casual style). Also, Zwicky (1972)
discusses types of and restrictions on casual speech processes.
Dressler (1971) argues that the discovery of a process applving in
casual or 'allegro' speech forms makes its postulation as a viable
abstract rule much more plausible. Dressler also (1972) examines
degrees of reduction in Viennese German, as taken from tape recordings
of natural speech, and relates progressively greater reductions to
lesser degrees of social pressure, with greater rate playing a some-
what secondary role. He argues for inclusion of physical postures
and gestures as further determinants of speech styles. Selkirk
(1972) relates increase in rate and consequent increase in phonological
reduction to progressive deletion of exactly the kinds of grammatical
boundaries postulated in Chomsky and Halle's (1968) nhonological
theory.

With the excepticn of Labov, the phonologists mentioned above
use impressionistic phonetic transecrintions as data sources. Labov
and Dressler, to the best of my knowledge, constitute the group
that works from actual texts of unselfconscious connected speech:
the others, while thereby arriving at valuable insights, depend upon
unreliable,l second-hand datae and self-generated data which are
subjected to introspection (or judement by native speakers if the
languages are non-native to the researcher) to determine their
relative speed, style, and acceptability. As discussed by Labov
(Linguistic Society of America Meeting, Atlanta, 1972}, an individual's
intuitions about his linguistic behavior do not provide a uniformly
satisfactory mirror of his actual performance. Introspection about
one's own phonological behavior and the rules underlying it, while
far from a useless endeavor, is in some respects like thinking about
one's thought processes; it is extremely difficult to achieve a
perspective which allows for objective decisions. My preference is,
therefore, for extracting generalizations from spontaneous texts,
which procedure has been followed in this study, as outlined below.

Chapter III examines the degree to which speed and achievement
of careful sneech forms are interrelated for the subjects in my
study.

Lindblom (1973) has suggested that on the phonetic level a
tendency toward vowel reduction is linked with increased rate of
speech. Whether style of speech can be said to contribute to this
tendency is apparently as yet uninvestigated. Chapter IV looks at
the guestion of whether rate can be considered the only factor
contributing to vowel reduction or whether there is possibly ancther
variable, in some way related to style.
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1.2. Experimental Technigue. BSince the results presented
in all three major portions of thisz treatise are derived from the
same body of data, I will now discuss the general exnerimental
procedure used for the investigation.

1. Elicitation and recording of two styles of connected speech.

A. Conversational style.

The technique used here was designed to create the most favorable
circumstances possible for carrying on a normal, relaxed conversation
under conditions conducive to making acoustically satisfactory tape
recordings.

Crystal (1969:96) states:

It is well-known that most people will behave
differently if they are aware of being tape-recorded,
and as & result the lanpguage they use simply cannot
be teken as a reliable sample of snontaneous informal
conversation. Even if it seems they have 'forgotten'
about the microphone, the data cannot be trusted.

If his eclaim is interpreted literally and acted upon, then the making
of recordings in an acoustically .favorable environment is effectively
precluded. While many dwellings contain rooms with enough nadded
furniture and rugs to prevent distortion due to reverberation, one
still has to deal with unsatisfactory degrees of loudness, background
noise, and interruptions which occur in a normal everyday
conversational situation.

It was decided therefore to make the recordings for this study
in a good acoustic environment, using subjects who were familiar with
recording equipment so as to minimize 'mike fright' as much as possible.
Two of the subjlects, RC and DJ, are recording technicians for the
Ohio State Listening Center. The third subject, BN, is a graduate
student in the 0SU Department of Linpuistiecs who has done work in
phonetics and whe has thereby become familiar with the laboratory
equipment. All three of the subj]ects were previously known to the
experimenter, s0 little artificiality was introduced into the situation
through nervousness at dealing with an unfamiliar person. The
experimenter and one subject at & time were seated in an anecheoic
chamber (Eckel Industries). A tape recorder (Ampex 350) was set up
to record the ensuing conversation at a speed of 7.5 inches per second.
An Altec 6B83-A microphone was used.

The usual precaution of ascertaining that the subject's mouth
remain about the same distance from the microphone at all times was
not enforced, so as to provide a freer atmosphere.

The subjlects were encouraged to discuss any topic they wished
and the experimenter prompted as needed. The subjects without
exception became involved in expressing their views and seemed to
feel little or no effect from the unusual environmental conditions,
speaking naturally and fluently.

E. A more formal style.
It was assumed that a more formal cycle could be induced by
asking each subject to read aloud. A spelling transcription was



made of approximately five minutes of the original recorded
conversation, selected on the basis of being {1) a section in

which the subject was doing most of the talking, and (2) a section

in which the subject was quite relaxed and seemed to be concentratine
on conveying his thoughts and therefore not concentrating on his
speech patterns.

Each subject was asked to read the transerintion of his
original sneech in a style that would be clearly understandable
to a listener. It was sugrested to each that he might try to copy
the style used by a televizion news announcer. The speakers were
specifically instructed not to overarticulate. The two technicians
had no difficulty in executing the instructions. The graduate student
was able to do so after a further neriod of discussion.

Recordings were made of the subjects reading, using the same
equipment described for the first recording condition. The data
base then consisted of two approximately five-minute recordines for
each sneaker, one or more gelected portions of the original
conversation and a recording of the same material being read.

Each recording was nlayed back on am Ampex 350 recorded and
the resulting signal channeled through a Frgkjaer—Jensen Trans-Pitch
meter and then into a Mingograf model L42-B inkwriter set at a smneed
of 100 mm/sec. The result was a permanent continuous oscillogram.
Wide-band spectrograms were made of all the recorded material on a
Voiceprint 10-A spectrograph.

With the aid of these spectrograms, a phonetic transcrintion was
made of all the recorded materisl, in IPA notation with a few
modifying symbols. ZEach approximately 3-second section of the tape
was listened to many times using a Tandberg loop remeater. The
Fnglish spelling transcriptions, corresponding to the vhonetic
transcriptions line-for-line, make up Appendix B,

Messurements of formants 1, 2, and 3 of selected vowels (as
explained in Chapter IV) were made. Durations of phrases were
measured from oscillograms as explained immediately below, but
durational messurements of individual speech elements were not taken
from spectrograms or oscillograms, since the subjects were not
controlled in any way in regard to the rate of sneech used. It is
known that environmental influences, position in a phrase, and rate
of speech interact to affect the durationsz of individual speech sounds
(Lehiste 1971, Gaitenby 1965, Kozhevnikov and Chistovich 1965).
Therefore, it was decided that durational measurements of sounds in
conversational speech would, even if averaged, provide no firm basis
on which to make generalizations, especially since speech sounds
differ very greatly in freguency of occurrence.

The cscillograms were used to determine speech rates. The
duration of each uninterrupted speech sequence (inter-pause talkspurt,
as discussed in Chapter III) was measured; the number of words
contained in it was determined; and from this & calculation was
made of the average rate in words per second of each span of speech
unbroken by pauses. Rates were determined on the basis of number
of actual English words per second, regardless of the length of
the words. This procedure would obviously meke & speech seauence
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containing several long words appear (to a person looking only at
word-per-second calculations) to be spoken at & slower rate than an
equivalent-duration sequence containing only one-syllable words, even
if their rate as determined perceptually or in syllables per second
were in fact identical. It was concluded that this influence was
not a strong one, however, since none of the speakers displeyed a
tendency to string topether polysyllabiec words. Hesitation noises
such as 'uh' vere counted as words, since they took up at least as
much time as words with lexical content.

It should be noted that for any given speaker, the reading and
conversational versions of the text were not identical in every
respect for the following reasons: (1) phrasing was not always the
same in both versions; (2) sometimes the conversational recordings
contained utterances which were too grammatically scrambled to be
read intelligibly. These were altered slightly so as to resemble
possible Enpglish constructions when the transcription was made from
the tape; (3) the same is true for stuttering and multiple remetition
in the conversational version which were eliminated in the transerint,
partly to facilitate continuous reading and partly because it was
decided that the inclusion of speech errors might be intervoreted
unfavorably by the subjects; (4) when filler noises ('uh' and 'you
know') were used to the near exclusion of recognized lexical items
in conversation, some of them were omitted in the written texts,
for the reasons stated in (3) above; and (5) subjects would
occasionally mis-read and/or re-read portions of the script, therehy
introducing new elements into the reading version of the text.

The two technicians, DJ and RC, are lifelong residents of
Columbus, Ohio. All four of their parents were also born and reared
in Columbus. Central Ohioc is generally considered to constitute part
of the upper boundary of the Midland dialect (Davis 1948). Little
or no work has been published on the specific dislect area around

-Columbus: two characteristic dialect features of the informants

are 'r-fullness', and lack of pelatal onglide to [ul after alveolars.
Columbus speakers frequently use non-apical C1] (written GxJ or Gel
in this paper, since it is realized as a wvery constricted, almost
rharyngealized, high back vowel). These speakers also frequently
show a raising of [e] to [I] before nasals.

EN is from Brocklyn, New York. His mother was born in Patterson,
New Jersey and moved from there to Brooklyn; his father was born
in the Bronx and moved to Brooklyn. BN's speech has such typieal
New York City properties as the use of a very low rounded hack
vowel in such words as 'water' and 'awful' ('yorst '5f1) (Hubbell 60)
and the sporadic changing of word initial [&1 to C[dl. '(Hubbell 37).
His speech is almost completely r-full, which Hubbell (L6) cites as
uncommon for most types of New York City pronunciation® but
Weinreich et al (1969: footnote 63, p. 179) note that pronunciation
of r in word-final and pre-consonantal positions is a new prestige
pattern quite common in younger upper-middle-class spe&kers.E

It seems reasonable to assume that tendencies found in connected
speech in these two rather dissimilar dialects might well be found
in the connected speech of other speakers from these and other
dialect areas.



Footnotes to Chapter I.

1. "Unreliable" is intended here in the sense that since no
nermanent record is available to the researcher, information such
as extended environment, overall style of speech, individual speaker
characteristiecs, and relative stress level due to position in an
utterance are consequently unavailable.
2. BN recalls family pressure apainst the use of r-less nronunciation.



CHAPTER II

2.1. This chapter deals with some of the phonological processes
vhich were discovered to be in effect when phonetic transeription
of naturally-spoken language in two styles were analyzed (see the
previous chapter for a description of the experimental technique
used). The questions this chapter addresses are: (1) what are some
frequently-recurring differences between a naturally-spoken corous
and an 'idealized', maximally differentiated corpus, and (2) given
two styles of speech, one theoretically more formal than the other,
do they differ as regards application of vrocesses?

2.2, The date used in this investigation were taken from phonetic
transcriptions made by the experimenter of the six original recordings
deseribed in Chapter I. These six phonetic texts, which comprise
Appendix A, were examined in detail, and a tabulation was made of
the low-level phonological processes found to occur for each speaker
in each condition, as determined by comparing the actual phonetic
output with the author's maximally differentiated Midwestern
pronunciation.

2.2.1. The above procedure does not reflect a belief that the
Midwestern dimlect is an absolute standard or is somehow phonologically
neutral, since the forms actually nroduced are not being compared to
supposed Midwestern forms in detail. When I speak of an 'ideal'
form, I mean & skeleton structure which contains all the segments
normally realized in a careful pronunciation in a very great number
of American English dialects. Granted that many small details of
most precise pronunciation may differ from area to area and person
to person: they are irrelevant to this study since no mrocesses are
discussed which depend on these very small differences. Only
relatively gross differences between the 'ideal' form which are
relatively easy to determine and which I believe to be unambiguous
in most cases are covered here. The ideal pronunciation is similar
in some respects to the Platonic concept of ideal:l several distinet
maximally differentiated pronunciatidns of the word 'hand' exist
which we all easily recognize to be tokens of the lexical item hand,
Just as dogs can differ from each other in many ways and yet be
immediately recognizable as representatives of their class to those
familiar with the concept. And just as a three-legged dog is
recognized as differing from '"ideal', & realization of the word hand
as [henl] can be identified as missing & part. In other words, when
an actual form differs from my most precise pronunciation of that
lexical item, it will, in my opinion, differ from most people's
maximally differentiated form in at least the same ways specified.
Thus the ideal form corresponds in some sense to the standard concept

7



of 'underlying form,' but differs in that it represents the union
of pronounceable forms rather than being unspecified in those
respects where actual pronunciations are expected to differ.

2.2.2. Given the sbove remarks, it might seem unnecessary to
diseourse at length on the pronunciastion of Midwestern American
English. But in order to provide a reference for those who might
want to examine what elements I consider to be present in an ideal
pronunciation, I have compared below my concept of standard
pronunciation with the pronunciation of words in my corpus with the
Kenyon and Knott Pronouncing Dictionary of American English (19hL),
Abcut 200 words of the beginning of each speaker's written text
were compared with their pronunciation as listed in Kenyon and Knott,
as well as selected cther words throughout each text for which it
was felt that there might not be a widesoread standard pronunciation.
Kenyon and Knott state (xxvii):

...for words that are in general colloquial use,
it is intended to give first what is believed to be
the most colloquial.

Since the less colloguial realization is often the more maximally
differentiated, a pronunciation other than the first in order is
sometimes considered ideal or basic. For example, the word
'difference' is listed first in Kenyon and Knott as CdIfransl.
Since this word may have three syllables in careful speech, the tri-
syllabie form is considered maximally differentiated, even thourh
it is listed third in Kenyon and Knott. In a very few cases, my
most careful style has less reduction than any form listed in Kenyon
and Knott, as in the word 'prolong', which can easily be pronounced
[prolan] in careful speech. Kenyon and Knott list only [pral as a
possible realization of the first syllable.2 Other differences between
the Proncuncing Dictionary and the author's dialect are as follows:
l. There is scme disagreement as to the quality of unstressed
vowels; I occasionally indicate them as being higher than they are
represented in Kenyon and Knott. Examples:

word ; Kenyon and Knott Shockey
scientist 'salantIst 'saientIst
intelligent In'teladZent in'telIdent
between ba'twin bi'tuin
establish as't2bll [ Is't®blI]

(Kenyon discusses the increase in frequency of [8] in unstressed
syllables in American Pronunciation 1935:318 and 321).

2. Kenyon and Knott indicate that unstressed [i] approximates
[IJ, while I think it remains much closer to [il (in maximally
careful speech). Examples:



9

word Kenyon and Knott Shockey
usually ' juzlall ' Juzllali
frequency 'f¥ikwansl3 ‘f%ikyansi
depend dIpend dipend
remember rIhEmbar rimembar

(See American Pronunciation 253).

3. The stressed forms of "of' and "from' are [Cav] and [fuaaml
for the present writer, but listed as [av] and [fram]l in Kenyon
and Knott (but see American Pronunciation §139).

k. The sequence 'ar' or 'arr' is often proncunced [es] in the
author's dialect; Kenyon and Knott list [e®r] in such words as
'paralyzed', "married', "narrow', and 'comparison'. They note in
section 94 p. xxxix that [ed] is "a widespread pronunciation in the
llorth and Canada". (See also American Pronunciation 361).

5. There is an occasional disapgreement as to whether unstressed
[2] plus-resonant or syllabie reconant should be considered basic,
as in:

even "iven Yivn
capsule 'keEpsl 'kepsal
passenger 'p!spaaar 'pesandar
thousand "gallznd '8alzend

(But see 5114 and American Pronunciation §321).

6. 'With' is listed as [wId] in Kenyon and Knott, whereas I
would transcribe the most careful form as [ul8]. (Kenyon discusses
the problem in American Pronunciation §1Ll).

T. There are two words which appear in the texts for which my
pronunciations are simply different:

disgust dIdeast dIskast!
adamant '=dement 'edamant

While these small differences do exist, & very high percentage
of the pronunciations listed in Kenyon and Knott do not differ
from my author's judgment of my most precise style. Only (5) has
implications for the rules discussed below.

2.3. The considerations invelved in this study differ from
more abstract treatments of phonclogical questions in that they do
not handle facts such as that the word "business' (in the meaning
'financial endeavor, occupation') is related to the word 'busy'
and that one underlying form might conceivably have to be postulated
to generate both of them. A more abstract treatment than the present
one might postulate a form [bIzi+nisl, which yields ["bIznis]
through reduction and perhaps a syncope rule. This study
accepts ['bIznis] as the standard, careful pronunciation of the
word in modern Midwestern American English, and records only
deviations from that pronunciation as low-level phonological
processes. In short, this study deals not with how different surface
forms might be rule-related to an abstract underlying structure,
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but with how surface realizations can differ from their maximally
differentiated (or 'ideal') forms. Suppose that the word 'business'
vere realized as [pPiZnis), as might well happen considering rule F',
word-initial devoicing, discussed below. It would be recorded that
the initial, ideal [b] had undergone deveoicing.

2.4. The following is an enumeration and discussion of the
processes discovered to be in effect by examination of phonetic
transcriptions. These processes will be presented in three main
classes: (1) word-internal processes, (2) morphologically insensitive
processes, and (3) external sandhi processes. This classification
is a forced one in the respect that although many of these processes
do indeed occur within the boundaries of entities normally called
words, a great number of them seem to occur at the beginnings and
ends of these words. This might well be considered a sandhi-type
phenomenon, since it indicates that the speaker is 'aware' at some
level of the word boundary, or perhaps of the possibility of
sandwiching the utterance in question between pericds of silence;
i.e. there is an element of sequentiality which could be interpreted
as non word-internal. Nevertheless, in this treatment, any intra-
word processes (occurring within word boundaries) is separated from
processes which occur primarily across word boundaries. The distinction
shall be that if a process could occur for a word said in isclation,
it will be called an intra-word process.

To list each phonological process discovered for each speaker,
sketch its interrelations with other rules discovered, and discuss
its implications for phonological theory is a task beyond the scope
of this paper which attempts primarily to discover consistent
features of connected speech., Therefore, the following sections
include a statement of the most freguent processes found to be in
effect: processes common to all three of my subjects which seem to
play a significant role in the shaping of connected speech. This
technique of describing the most frequently-applying processes is
perhaps the principal difference between this study and those
mentioned in Chapter I; all of the processes discussed in this chapter
have received notice at some time in the literature, as referenced
for individual cases below. _ :

Although many cpportunities to do so present themselves, I
will not attempt to sketch the implications of these results for the
various partial phonclogical theories now in existence. The present
study is intended as an overview of major properties of connected
speech as represented by my data; questions of theory should, I
think, be treated separately. Consequently the results of this
investigation will not be presented as supporting or disproving current
hypotheses.

The processes to be discussed in section I are:

Kito T Seinac
Bi t??!_f
C. d?é!_’
Do i il o #
B Bl gl
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r=j

+obstr : g
ey _J > [=wol] _#; #___

G. VNC > VC

H. aii% > a>"
=}

I. Wxdlde.

2.4.1. Procesces occurring within word-boundaries.

A. Deletion of word-final [t] (ef. Kenyon 1935:158, Bailey
FRO:B=-33). This process occurs freauently in unstressed words such
as "it' and 'but'. It is especially common when the final C[t] is
preceded by a resonant [1]1 or [nl or by the voiceless consonants
[p, k] and [s1, Examples:

BN-C? (12) feet 1eq
isn't 'Izn
panicked "wmifIk

BN-R {1T) about a'bao
felt ' el
Just 'dzas

DJ-C  (32) not "na
spent 'speTn
start ‘stad

DIJ-R  [(23) eat '
fast 'fes
respect ris'pek

RC-C (T Dut "ba
wouldn't "uadn
broadcast 'bJaéIkﬂs

RC-R (B) (see below)

Speaker DJ applies this process much more than the other two
speakers. DJ and RC both show a tendency to lose word-final Ct]
more frequently in conversational than read speech; in fact RC
shows no instances of it when reading. Spesker BN shows little
gtylistic difference.

B. Word-final Ct] becomes glottal stop. (Thomas 19L4T:LO,
Bailey PRO:B-36, Selkirk 1972:196). This may possibly be considered
an intermediate step between fully realized t and ¢. As evidence
for this, there is occasionally a word-final t which gives the
perceptual effect of being closed simultaneously at the glottis and
alveolar ridge, especially when the t is to be released into another
alveolar consonant. This possible simultaneous closure should be
further investigated. The mention of a following alveclar supgests
that we are dealing here with an external sandhi phenomenon: it
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BN-R (9) used : ius
started TetaurT
wind uln

DJ-Cc (7) third a7
mind ma{n
could ka

DJ-R  (8) should for
sand - BB
head he

RC-C (@)

RC-R  (2) changed t[eInd|
would us

A

The above figures may not indicate that d-loss is at all &
frequent. process., This is becsuse I have excluded the figures
on "and', which is an exceptionally frequent word and in which the
final d essentially never appears. Exeluding the nd clusters which
'flap' (see below, section II), the following distribution was found
for the word 'and' with and without final 4d: '

retaining 4 deleting d
EN-C 3 25
EN-R I 20
DJ-C 0 24
DJ-R 0 =31
RC-C 0 Lt
RC-R 0 Lo

(The most frequently-found realizations of the word "and' are
[En] or [3n] and E?J.)

D. Word-final 'ng' becomes n. (Bailey PRO:B-18, Thomas 19LT:
6Lk, Kenyon 1935:217). This is the process known in grammar school
as 'dropping the g' and spelled with an apostrophe ('singin'') by
those wishing to represent informal pronunciation. It is spoparently
not & significant feature af'tgis New York dialect; speaker BN

shows only one instance of it."” Examples:
DJ-C (11) promising ~ 'puamisin
DI-R (@)
RC-C (10) going 'gouln

RC-R (@)
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seems further that the chanpe of [t] to [?] is conditicned by a
following consonant or silence, the transcrintions showing only
one case of its occurring before a vowel. This appears to he a
case where a silence funections like a consonant, therefore the

criterion for word-internal phenomena (m. ) is somewhat misleading.

BN-C (13) right ral?
lot la?
out #2u?

-

BN-R (1) that OE?
quote khya?
different “sIfaTe

DJ-C (7]} heat _hi?
Robert 'iab P7?
not na?

DJ-R {B) start stai?
can't : ke ?
rut par?

RC=C (15) got ra’?
bit bI?
eight el?

sl

RC-R (26) remote 4i'"mo?
state stel?
eat $9.0

RC shows a marked tendency to change t to 7 before labial
elements across & word boundary, as in '"remote broadcasts'
[4i'mo? "buagk®sl, but the other subjects do not seem to share this
conditioning factor (again, signs of external sandhi). The glottal
stop can alternatively be realized as laryngealization. The process
t > ? peceurs also very often within a word before a syllable nasal.

Speakers BN and DJ apply this rule about the same number of
times in both styles. RC applies it nearly twice as much when
reading as when conversing. (This suggests that RC changes t to ?
rather than deleting it entirely, whereas the other frequently delete.
See A above.).

C. Word-final 4 drops. Final 4 is especially likely to be
lost after another alveclar element (i.e. in a cluster) or before
a consonant or silence. Examples:

BN-C (10) wide wo]
weekend 'ﬁikEn
realized 'Jialazz

mild ma}l
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This process is included not because it ranks near the others
in frequency of occurrence but because it gives a clear indication
of difference in style. For the two smeakers who apply it at all,
it supplies an absclute distinguishing eriterion between reading
and conversational speech; i.e. it applies occasionally in
conversation, never in reading. The process applies differentially
according to grammatical class: present participles undergo it,
cther forms ending in -ng do not.

E. Cv] drops word-finally. Word-final v-dropping is nearly
restricted to the word '"of' in my texts. GSpeaker BN applies it once
to the word '"have'; and DJ applies it twice to "have', once to 'alive'
and once to 'believe'. Following is a tabulation of the number of
times [v] is retained and deleted in the word 'of' for each speaker
and each style:

v retained v deleted
EN-C 16 10
EN-R 21 8
DJ-C 5 11
DJ-R 1L N
RC-C T T
RC-R 8 T

Only for DJ do we get a marked tendency toward pronouncing
the word 'of' more carefully when reading.

Kenyon (1935: 182) notes that "the v of unstressed 'of' was
formerly dropped before consonants (in speech and sometimes in spelling
as the n of 'an' still is.) For my speakers this feature seems to
continue in the sense that there are no cases in which the Cv] drops
when the following sound is a vowel; of course, there are numerous
cases of [v] before ccns-::-na.nts.T

F. Word-final devoicing of voiced obstruents. This very
commen rule in natural languages like German as well as in child
language (cf. Stampe 1972:1) occurs for all three speakers but is far
more frequent for BN than for the other two speakers. Examples:
(Element in parentheses represents immediately following segment in
the text. @ represents silence.)

BN-C (21) of av (p)
yards .;'M ds (u)
roads rots (@)
stands st#ts (n)

BN-R (16) walls yaz. (I)
needs nids ( )
mild malt (k)
would uvrt (s)

DJ-C (T7) you've jof (&)
said set  (b)

large laud| (f)
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DJ-R (11) kids kIdz, ()
families Tfamlis (@)
changed t[eInzt ()

RC-C (4) of at (k)
is Is (p)
used iust (@)
sounds sEoﬂnts (8)

RC-R (3} ohms oums (@)
kinds kaInts (=)
oTgans 'ougInts (@)

As is obvious, word-final devoicing does not require a following
voiceless segment or silence, although either of these conditions
creates a favorsble epnvironment for it. It is also evident
that word-final devoicing is much more common for EN than for the
other two speakers. BN also exhibits word-initial devoicing, while
the Ohio speakers do not. Examples:

Bii=¢ - (&) got ‘ (f) kat
but (@) ba
very (B) feui
BN-R (20) disgusting (1) ts'kastln
that (t) o=?
guy (s) kal

(Again the immediately preceding segment is indicated in parentheses.
¢ = silence.)

G. Dropping of nasal conscnants between vowels and consonants.
This process ceccurs most frequently with nt clusters and with three-
element clusters:

EN-C (17) don't ddt
convineed kin'vist
camp kh#n
turned £™d
kind k&ld

BN-R (10) wants® uats
campus "kEnas
different "£I£aI7
want ult

il

DI-¢ (25) thin 8k
once udts
wants ysts
unless 3'1cs
control kl;t'hio
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DJ-R (25) only 1811
changed t[&Idzd
once =1
invest %its
accident 'axsdft

RC-C (T) spent spE?
maintenance® mEI?ndnts
print phalt
transferred5 "tuEtsfar d

RC-R (16) malignancy mo'1Igndtsi
transmitterd 'aBtsmIc o
finger ffgga

For all three speakers, there is an occasional epenthetic t in
an original n-s cluster, which may create a favorable environment
for the applicaticn of the nasal-dropping rule, to avoid long clusters.
There are cases of labial clusters reducing (BN 'camp' 'campus') and
velar clusters (DJ 'think', RC 'finger'). Also, speaker BN evidences
nasal dropping before a voiced final consonant ('turned', 'kind').
(See BN-C above for transcription.)

Speaker DJ, for whom this process is the most frequent, also

applies it to simple VN combinations (prolonging > p# 'lani;

intelligent > #n'thewdz%;8 mean > mi'

one > ud; young > i3). Since

the following word frequently starts with a consonant, this may
constitute & generalization of the rule across word boundaries. This
process does not behave consistently as regards style; for speaker RC
it applies much more frequently in the supposedly more formal style.
H. Diphthong reduction: (aI, al o> in relatively unstressed
position). This process seems alsoc to be affected by 'semantic
stress' i.e. it applies more freely to low-information-content

words than others. Examples:

i. alU-reduction

BN-C (12) about a'ba>"t
now na>"
out a>t

BN-R (T) about a'bet
found fa>F
around #'asn

DJ-C (15) about a'bas<r
out a<t

DJ-R (10) about a'bet

RC-C (10) sounding sa<?I

RC-R (18) out a<t
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ii. al-reduction (Bailey PRO:B-26, Thomas 147:153) cites
(al as a regular substituticn in some Scuthern dialects for [all.
None of my speakers possesses such a general rule--this substitution
is a result of both low stress and little semantic content).
Examples:10

BN-C (15) I <
like la<k
kind En

BN-R (10) I'm £m

DI- (25) while ya<e
sometimes 's3ta>mez

DJ-R (6} kind of 'xofa
might ma

Re-C (21} Ohic a'ho=

RE-Ry. . f0) I - a>

These reductions might well be viewed as part of the well-known
tendency of present-day English vowels to become centralized when in
relatively unstressed position. I feel that they are of special
interest since they inveolve a clear perceptual monophthongization
and a falling together of the diphthongs [a]l and [alll in relaxed
speech.

For the two Ohio speakers, there is quite s marked difference
between conversational (more reduction) and reading (less reduction)
styles for [a]l monophthongization; and speaker BN shows a tendency
in the same direction. This generalization cannot be made, however,
for [al]] reduction.

T. Initial h-loss. This process is mentioned very frequently
in books for learners of English (Jesperson 1912 (195):47, Kohmoto
1965:79:; Thomas 1947:101) is discussed at length by Kenyon (1935:
20k, 105), and has been discussed more recently by Zwicky (1972:326).
One would expect it to happen rather frequently., since it has been
noticed so consistently. BSurprisingly, it is not all that frequent.
The following figures glve a tally of the number of times initial h
is deleted for each speaker and each condition, as opposed to retentions
in the second column:

#h deleted #h retained
EN-C T 3b
BN-R L L3
DJ-C 9 65
DJ-R 3 65
RC-C 1 36
RC-R L 35
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These deletions all ocecur in the words he, her, him, has, have, and
had.

2.5. Processes not sensitive to word boundary.

The processes which follow occur within words and across word
boundaries. Discussed are the following:

I. Schwa loss

1. in the environment of a resonant (other than a vowel)
2. 1in the environment of a vowel

3. after an aspirated stop

4. in the environment of a fricative

5. near the glide

IT. Flapping and flap-deletion.

1. There is a process or group of processes which, speaking very
broadly, causes a schwa to become lost, usually when there is another
element in the environment which might be perceived as syllabic,

either through being one of the elements commonly thought of as
potentially syllabie, such as [1] or [nl, or through being a rather
intense sound such as aspiration or [s]. Since 'syllabic' is not a
well-defined term, I am allowing myself the liberty of speaking of

a purely perceptual phenomenon, although I hone to investigate in
future studies the properties of perceptual syllabicity using synthetice
sneech 2o as to control the various parameters which could be inveolved.

I conjecture that the elements I perceive to be syllabic are
attended by at least three characteristics: in the word 'elaborate'
(as spoken by DJ) I perceive a syllabie [1] as constituting the first
syllable, (i.e. the [1] in elaborate [lazbarit] sounds longer than the
average initial [1]. As mentioned in'Chapter I, since my material
iz not controlled for tempo, it seems futile to measure and compare
durations from these corpora. A controlled experiment would be much
less cumbersome and more conclusive].

Incidentally, if this conj)ecture is true, then English could be
said to have word-initial length ompositions for pairs such as 'light'
[laIt] and 'alight' [1:alIt] at least phonetically.

In words like 'pdlice' [phl1'lis] the period of l-colored voice-
less frication after the relesse of the Cp]l seems syllabic; perhans
the fully woiced [1] after the aspiration-like period adds to this
impression, since English resonants are normally at least partially
devoiced after initial voiceless stops in English (ef. Lehiste 1964:
). Also, the period after the release of the [pl until the onset
of voicing may well be longer than for a normal aspirated stop: again,
this calls for experimental validation. Similarly, the [zl in the
word 'places' [phleis$3 seems syllabie, perhaps because of the unusual
word-final clustef, perhaps because of unusual length of the fricative
cluster, perhaps only because I know it is a disyllabic word in its
carefully-articulated form.

The schwa-submerging processes which I assume to belong together
are the following:

1. sachwa plus resonant becomes syllabic resonant (Kenyon 1935:321,
Zwicky 1972:282ff., Stampe 1972:55ff, Bailey PRO:B-15, B-20, B-21,
Selkirk 1972:81, Thomas 1947:80). (These references hold for all
of the processes discussed in section 1). Examples:
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BN-C

DJ-R

RC-R

RC-C

b.

BN-R

EN-C

DJ-R

DJ-C

RC-R

RC-C

(19)

(22)

(10)

(9)

(7)

(4)

(23)

(22)

(16)

(L1)

(48)

(68)

finally
bicycles
gravel

people
Alaska
the lake

believe
renayable
peonle

usually
a little
elaborate

little
special

articles

handle

mparticularly

an > ?12

wouldn't
thousand
right in

and
gotten
itself in

even
capsules
certain

taken
place on
papa not

detection
Henderson
in

Preston
A new
wouldn't

'falnli
'hagstk}z
’ﬁ;&v%

"pipl

1'=mska

31'elk
L ] il

bl'iv
Ji'vEIab}
nin¥ 7

‘;ug%i
L |
1=b 71

*1741
'spell
'DJrIi}z

"henl
phtTkli

'g:rdq
'8a-y zn
JEI?Q

n

T
ga’?
ft'sglf¢

!iv?‘
'kzps}z
'sT??

"telxp
'nhIEIs?
¥ L
pap?at
ci'tek|n
'hInf » sp
¥
'phaesty
] -

u
ik
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c. am > g, an > 0 (rare)

BN-R completely RT'p%itli
BN-C can kN

'
DJ-R the Mexican m' ekskp!3
DJ-C amount wﬁc
RC-R and Marlena padlina
RC-C comparison ky'pﬁJisg

talking takp

d. &r = r

There is little evidence for the existence of a sequence [a + 1]
within word boundaries in English even in formal smeech (Lehiste 196kL).
But since [# ] can be the reduced form of a sequence such as [oul,

e.g. 'yer' [{2"] for 'your', it might not be out of the ouestion to
assume (if I may be permitted a thecretical assumntion despite my
initial claims) that it passes through a stage likg reduced vowel + r
which is unpronounceable in practice except for when there is an
intervening word boundary, such as in 'Linda Ruth', which can be
pronounced ['lInda'audl, even though it is much more frequently
['1Inds"ud]). Examples from the texts:

EN-R (8) for fa
already r'eci (1 -+0)
your ia
-
BN-C (2) you're i
there : ad
DJ-R (T} very Tvi
their .
to rebel tx#'bel
DI-C¢ (10) or 7
the road T Tod
for £
RC-R  (9) or (x 9) ”
RC-C  (7) they're 2
for ra
of remote i'mo? (v + @)

For most C[2] +consonant > syllabic consonant combinations,
there is a corresponding consonant +g > syllabic consonant processes
vhich cecurs less frequently:
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a'. 1 + a > syllahiec 1
DJ-R intellizent In'telse
RC-C development dt'vﬂ}nmtt

B'. n+a> p

on-Cc in the In
DJ-C planet nhkmvt
a'. 4+ 5> 1% (This 1s an especially common process. It

has been discussed by Zwicky (1972:287) under the name Ruh-reduction.)

BN-H (1) ovriorities tha}'aHris

DJ-R (T} conpress 'kang 7' s
prolonging ny'lanin
irritating '"itefeln '

DJ-C  (6) several 'sevil
different Y4If »n

RC-R (11) microphone 'ma;ki‘fﬂn
where if "hyea £
over at "ov

RC-C (9]} here at "hIy?
for a f
Professor Eaea15 phfasa"he;a

16

2. Vowel plus schwa becomes monophthongized. This process can
occur when two vowels come together in any manner: across a word
boundary, when an intervening element has been deleted, etc. It
does not preserve disyllabicity, although the resulting vowel can
be long. Examples:

BN-R  (3) Deing bin .

king-of ¥ (al »®#, nd > r,
¢ >¢).17

area if 'eaiaf

BN-C (15) I agree al'esi
the academy Sis'kgmi (r > @)
beautiful b}'vfal

DJ-R (10) definitely defS1i (c > ¢, t > @)
little iTa ¢ > 3)

got a pa  (r > @)
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DJ-C (25) scientists salez (nt > * > @)
gonna ('poing to') " (n>f >@)
that'd (that would) ad (w5 ¢ > @)
be an bin

- (18) I3 1a =8
you & %a -
on a o (n>r > @)

Note that this process is used by all three speskers noticeably
more in conversational style than when reading.
3. Aspiration plus schwa becomes asniration plus voiceless vowel.
This process occurs only after voiceless aspirated consonants.
Examples:

BI-R (3) to go theo
to Fairbanks th 'feabmnks
BN-C (9) to me th mi
after the efthes ( > af-#; 8
e>a>r)
DJ-R (4} could khd
police nh%'lis
DI-C (5) degree theai
ticket 'tIkht
RC-R  (5) between phtfyin
particularly nE‘tIkali
RC-C  (T7) to several th 'sevel
before ph 'foud

The statement made in section 3 above about the comnlete devoicing of
schwa after a voiceless aspirated consonant may in fact be too
categorical. In working with spectrograms, one is led to believe that
the vowel has become completely devoiced, as in the following display:
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KHz
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Fig. 2.1. Gpeaker BN-R, showing apparent loss of vowel after t-release
in the word "to'. Utterance: (Dawson) 'creek to Fairbanks'.

However, Professor R. Reddy (personal communication) has pointed out
to me that in such cases there may actually be a few vocal-fold
flaps in the position where one would expect to find a reduced vowel.
This very weak source does not have the duration or energy to excite
the oral resonators, therefore no formant structure can be seen on

a spectrogram, However, on an oscillogram such as produced from
digitized speech at Carnegie-Mellon University (Working Papers in
Speech Recognition No. 3, to appear) one can see that a small amount
of low-frequency periodicity does exist in some cases, as in the
following:
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f, K e 2 f

Fig. 2.2. Oscillogram of same utterance shown in spectrogram on
previous page, somewhat expanded temporally (interval between
dashed vertical lines equals 4O milliseconds). This display
shows what might be considered a very short, very reduced vowel
after the t-release, as evidenced by about three irregular
cycles. "Crlikth3 flairbanks".

It was observed that, especially for speaker EN, there were
many short vowels in which formant structure was discernible for two
to four vocal fold cycles in the same environment where the voiceless
vowels were found in other cases, as below in Figure 2.3. (Note that
a similar extremely short vowel is found after the [ in 'she',
another potential vowel-loss environment):

Wm - S5 KHz
_. -

3

?
1]
B

i i

SEHehfoi’i boa 2

Fig. 2.3. GSpeaker BN. 'She wants to buy', showing unusually short
vowels. (See text).
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Thus it seems that naturally very short reduced vowels are

susceptible to even further reduction.

Kozhevnikov and Chistovich

(1965:89) suggest that vowel loss at faster rates of speech is due
to articulator inertia; i.e. given, as they postulate, that
consonants take up relatively constant amount of time regardless of
rate, and that syllables take up a consistent percentage of an
utterance regardless of rate, then at fast rates of speech, there

is not enough time in some syllables for the articulators to execute
both the consonants and vowels, and the vowels are not achieved.
Perhaps the same can be said for unstressed vowels in casual speech

in English.

k, Fricative + schwa
applies to fricatives created by palatalization (see below, 'External
sandhi Prﬂcesses'} as well as others.

EN-R

BN-C

DJ-R

DJ-C

RC-R

RC-C

(9)

(17)

(2)

(1)

(10)

(8)

become syllabic fricative.

difficult
university
it's a

its about
that you
campus is

officer
hit you

accident

that you
maximum
50

impedance, you
much equipment
Just

This process

'dIfkelt
junsv s eri
Its

'It§ bet
ﬁut'
'kempos £ T |

tafs
'h tg

'ekgdEZ

‘et [
'm!kgmem
5

Im'pigt|
mat! ‘RHEI?mEn
d3§

One occasionally finds the reverse situation, schwa plus fricative
becoming syllabic fricative, as in:

DJ-R

DJ-C

its got

skat

(presumably t in it's > @)

if you

fiu

The following sequence of segments seems to have a decided syllabic
fricative, but its phonological analysis is not clear to me:

DJ=C

people that's

pipots

The perceptuel syllabicity of these so-called syllabic fricatives
is not always completely clear: for example, DJ-R 'it's got' (above)
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sounds very much like the name "Scott'. (It is certainly quite clear
that the reduced vowel in 'it's' is no longer there.) But loss of
syllabieity is also a feature of the other schwa-plus-consonant
combinations discussed here as well, as in the following:

DJ-C planet 'phlent
RC-R and then nln

BN-C memories "mEmuiz
DJ-C operation ap'Jel fp
nJ-g irritating 'Idtﬂariq
DJ-R Police 'ph}is

Examples of this type are infrequent, so I cannot deduce any conditioning
factor for this loss of syllabicity.
5. [ul plus [e] becomes [®]., This normally occurs in monosyllabic
words, so syllabicity need not be considered. Examples include the
words 'was' [8z] 'what' [§t] and 'would' [8d4]. Frequency of occcurrence:
B§y-R 2, B§-C 10, DJ-R 1, DJ-C 1, RC-R 1, RC-C 3.

These five processes, which could conceivably be different
aspects of one process of perhaps a 'conspiracy' of several processes
producing similar effects (ef. Kisseberth 1969) all tend to eliminate
unstressed vowels. On the whole, these apply more frequently in
conversational speech than in reading aloud. In total, there are 101
more instances of schwa-submerging processes in conversations (all
three speakers combined) than in reading; actual figures are reading
applications 223, conversational applications, 32L.
2. The other very frequent non-word-boundary-sensitive process to
be discussed here is flapping. (Stampe 1972:55, Bailey PRO:B-5T,
Selkirk 1972:197, Kenyon 1935 §163). Flapping differs from the other
processes discussed in this exposition in being very nearly cbligatory
in American English. It is discussed here as a preface to the remarks
to follow on unexpected flap-like segments and flap' deletion. This
process changes t to d to [r], the element commonly termed 'flap' in
English; and n, nt, and nd!? to the nasal flap [#J. ([r] with the velum
lowered), in relatively unstressed positions and especially in the
posttonic position.

Examples from the texts: Flap from t:

word-internal

BN-R (25) water "wor 2
BEN-C (19) ecity 'sIri

DJ-R (13) setting 'serin
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DJ-C (13) fruity "fauri
RC-R (18) better "ber ¥
RC-C (11) data 'delra

word-initial

EN-R (@)

EN-C (@)

DJ-R  (3) door to 'doure
DJI-C (1) four to "fouare
RC-R (5) go to 'gora
RC-C  (3) over to 'ovvire
word-final

BN-R (37) forgot exactly fr'gaclpzmkli
BN-C (25) it a 'Irs

DJ-R (31) ©but its birlts
DI-c (20) get even F,Irivp
RC-R (32) built a "bIyce
RC-C (15) about a a'bera

There are consistently more flaps in the above category in the
read versicon than in conversation for all speakers. I suggest two
reasons for that: (1) I am only counting flaps which actually appear
in the phonetic transcription, and many flaps are deleted in the
conversational version (see below), and (2) Flapping at a word
boundary implies planning ahead, i.e. one cannot flap a word-final
1 unless one knows the next word is going to start with a proper
element. This is much easier in reading since no creativity is
involved and one knows exactly what one will say.

Flaps from d:

word-internal

BN-R (10) adamant 'eromint
BN-C (5) yesterday '{esterel

DJ-R  (2) bedy "bari



DJ=-C
RC-R

RC-C

(3)
(6)
(7)

already
bladder

radio

word-initial

BNi-R  (6)
En-c  (8)
DJ-R  (9)
DI-C (k)
RC-R (1)
rCc-C  (3)
word-final
BN-R (11)
m-c (12)
DJ-R  (T)
pJ-c  (7)
RC-R (21)
RC-C (10)

I don't

three days

to do

they don't
the detection

1 did

would if
gide of
read about

could ever

good equipment

old, established

Flaps from nt:

word-internal

BN-R
BN-C
DJ-R
DJ-C
RC-R

RC-C

word-final

(1)
(@)
(2)
(1)
(2)
(1)

BN-R, BN-C

wanted

twenty
interesting
center

interesting

(¢)

o'uerd
"bler

'JEEriu

OLrd?
Efiras
taru
Gerdn
daritek [g

alrld
”

'E‘I'fIf

"salrs
'Jecabe v ¢
kwre'Ev
gmrriIkth?m&n

ogris*téillj

'Ea?Id

"thuSZi

2
'"IFestln
'sep

'IFrestin

28
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DJ-R  (5) percent of p 'sefav
DJ-c  (2) want it 'uafi

RC-R (4) spent about 'spefabac<t
RC-C  (2) print out ' pha IZeot:
Flaps from nd: 20

word-internal

BN-R, BU-C (@)

DJ-R (1) hundred "heZ » t (ua> 2°)

nJ=Cc (@)
RC-RE (1) sounding "safl
Rc-C (@)

word-final®l

BN-R (10) turned out
BN-C (7) kind of
DJ-R  (8) mind and
DJ-C (3) and a
RC-R  (2) kind of
RC-C (1) and then
Flaps from n:

wnrd-initial22

BN-R

BN-C

DJ-R

DJ-C

RC-R

RC-C

(20)

(1)

(2)
(1)
(@)
(1)

car needs
I don'"t know
or no

you know

you know

trimo
'ke >Fav
'malfen
2i'a

"kolfov

e2en (B3>0 /# _)

"koufids
'sfafo
4 'Fo

iafo
~



word-internal

BN-R (15) anyway 'IFiuel
BN-C (9) refineries JI'falfpriz
DJ-R  (19) money "mori

DJ-C  (8) many "mefi

RC-R  (6) inner YIE

RC-C (4) electronics lek!'thuiFTks
word-finsal

BN-R (1L} on arguing af'ougiuln
BN-C (7) on a ara

DJ-R (6) on his arlz

DI-C (1) down on deofon

RC-R (10) run it Jefld

RC-C (4) microphone and mﬁ}k?*fofan

It is commonly assumed that the flapping gesﬁure can be made
only between vowels. Malecot and Lloyd (1968:264) state:

A flap is by definition a momentary, passing apico-
alveolar single trill necessarily preceded and
foellowed immediately by vowels.

Stampe (1972:55) includes 'r, nonapical 1, nasalized vowels, etc.'
in the possible preflapping environments, and there are several cases
of such in my data:

four to 'foure
party Ypauci
start adding "'stoar'erIn
door to door 'doaradod
piled all 'palicrol
built a 'hIi{B

pld, old 'oiroid

Of course; the two sounds in question--r and l--are guite vowel-like.
Cases are also found of flapping before [hl, supporting the notion
that English [h] is essentially a voiceless vowel (Heffner 196L:151).
Examples:
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at home ir"him
carpet here "kaupirhly
but he's birhlz

There are also cases of other extremely short alveolar stops
which I have sometimes characterized with the flap symbol in my
transcriptions, although I am aware that the physical mechanism for
producing them is no doubt somewhat different. They occur: (1)
after n and (2) after continuants (other than vowels, 1 and r) which
do not involve the tongue tip. In the case of n, the tongue tip
is actually at the point of articulation for a flap-like sound and
only a well-defined oral release is necessary to approximate a flap;
this course be thought of as an n with an abrupt release. For example,
on the spectrogram of the phrase 'I kind of" by BN, reading style
(Figure 2.L4) I have marked off the duration of the stop following
the n in "kind'", which is approximately 27 milliseconds:

1t

— B e ——

2 K"

a:ni o

Fig. ok, Speaker BN "I kind of' showing short alveolar stop after
n (duration 27 ms.)
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Lall I I’ .. J

mez b i oMl M T

Fig. 2.5. Speaker BN, 'Maybe that high off' showing flap before Chl.
(duration 38 ms.)

In case 2 above, the tongue tip can move to the alveolar
position during the articulation of the previous sound, thus
facilitating a very short alveolar stop. Three examples are
displayed in Figures 2.5 - 2.7 in the phrases 'that high' by
Speaker BN, 'them to' by BN, and 'going to' by Speaker RC.
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Fig. 2.6. Speaker BN, 'What you wnat them to do,' showing very short
stop after m (duration 15.2 ms.) KHZ

e p————

e

Fig. 2.7. BSpeaker RC, 'going to,' showing very short alveolar stop
after [§) (duration 34 ms.)
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2'., Flap deletion. In many environments where a flap would
be expected, no closure at all is achieved. This is interpreted
here, following the suggestion of Stampe (1972:56) and Selkirk
(1972:200), as a deletion of the flap. Examples:

Coral flaps]

[nasal flaps]

BN-R  (2) somebody's (2) kind of
'ssmbaiz ki
sort of anyway
: :
sola Iigs%

EN-C (12) forgot exactly (3) anyway
fo galgmkli '"Tiwel
about it on the
a'tmIt 5

DJ-R  (39) but as (24) many
boz mIi
it even pla’r}_fets
I'vmm phlests

[]
populated sc:Lgntiats
'pap%alEId sa%as

DJ-C (48) benefitted (16) money
"benafld mai
it even gonna
I'ivp g8
lot of kind of
la ir]

RC-R (20) 1little (16) one of
111 w3

A
getting and it
gln &1
got out of print d
ga.: prld

RC-C (28) better (9) want to
bEJ e
magnetic they're not
meg'nelk o€n
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about eight went out
aba'eg? EE‘&}t

Flap deletion seems to be consistently more frequent in
conversational speech than in reading, except that DJ deletes nasal
flaps more often in the reading condition.

2.6.C. External Sandhi Processes. Defined as processes which
apply only at word boundaries, external sandhi processes are rare in
my recordings of connected speech. I will describe below two which
oceur, one infrequently and one very frequently; palatalization and
d-assimilation respectively.

I. Palatalization. This process is discussed in studies of
abstract phonology (e.g. Chomsky and Halle 1968:230, Bailey PRO B-11),
where it is used to account for pronunciations such as [ablelZen]
for abrade + ion and [ileI[%'] for eramse + ure. On & more superficial
level it applies when & word-final t, d, s, or z is followed by the
glide i, to vield o dz, [3 or [z] respectively (Zwicky 1972:280).
Examples from my texts are the following:

1. d # i. (total of 5 cases for all speakers)

BN-R would you®3 't 3u
DJ-R world, you 'H‘rldgu
DJ-C married you 'meaidze

2. t # i. (total of 16 for all speakers)

BN-R that you 'oet [u
BN-C put your 'pirtfe
DJ-R hit you 'hItJ
DJ-C out you 'eot [o
RC-R what you 'h&atfa
RC-C that you 'ﬁﬁt!

3, s #i. (total of 10 for all speskers)2!

DJ-R voice your 'vol [2*
DJ-C keeps you 'kip[a
RC-R impedence you Im'pidqtfu

RC-R course you 'kod [iu
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L., =z # i. (total of T for all speakers)

DJ-R degrees, you dI'gsizu
DJ-C things you '8Inzzla
RC, C and R use your '}ua?

II. ©d-assimilation (Hubbell 1950:37). This process is quite
frequent in connected speech. It causes a word-initial C[&1 to
assimilate to a preceding alveolar consonant or to [v],

I believe this process is different from simple word-initial
d-dropping (Zwicky 1972), of which there are several cases in my texts,
usually occurring after silence or velars. Since the words for which
this process occurs are a closed class (the, they, them, these, those,
that, this, there, then), I will not list specific instances of it for
each speaker, but only the number of times it occcurs:

BN-R
BN-C
DJ-R
DJ=C 1
RC-R
RC-C

hiw ol M S

In all cases, initial & is deleted more in conversation than
reading, although it happens more than just a few times even in
conversation only for DJ.

However, &-assimilation is quite common for all three speakers.
I think the process instantiated below is an assimilation rather than
a simple loss for the following reasons:

(1) As a hypothetical example, in a phrase such as, 'Run the
quarter mile', which would be pronounced ['uen-a'khuoutv 'maIll after
O-assimilation; the remaining consonant from the original consonant
# © cluster frequently gives the impression of extra length,25 as
in the example. This lengthening suggests a geminate consonant
consisting of the original pre-d consonant plus another copy of
itself which replaces the 8.

(2) Further, there are cases where & seems to have only partially
asgimilated to the previous consonant, for example:

EN-R from the fusmna
RC-C, DJ-R from this faomnls

in which there is partial assimilation of point of articulation and
total assimilation of menner;

RC-C at the ®#tda

in which there is assimilation of place and manner and only voicing
remaing unassimilated;
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RC-C magazines that megs'zintsza
in which there is again place assimilation without complete voicing
assimilation.

Examples of complete O-assimilation from the texts follow:

t # 826

EN-R  (6) out that ®2gt ot
but the bat -5
aren't the aJdanta

BN-C (3) that the tmto
at the 2t+a

DJ-R  (13) that they ®Btrel
get these glthiz
what the Eatha

DJ-C (12) got this gatls
respect the 11s"pektla
out there atfI>.

RC-R (@)

RC-C (1) out there ®oted

a # 62T

BEN-R (2) head that Thed =t
argued the 'asglade

BN-C (2) rearranged the Ji?"Einﬂgde

RC-C (1) word that uy dat

s ¥

BN-R (@)

EN-C (1) course they kous-e

DJ-R (6) Congress that 'kang 7 s 2t
once they uﬁhe}
that's the oms o

DJ-C (1) course the kous-a

RC-R  (2) impedence that Im'pipset

RC-C (3) effects the- e'feks s
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2 0
EN-R (2) suppose they're sa'pozey
BN-C (5) blows the bloza
there's the dez-i
cause the khaz -2
DJ =R {9] dudes that dudz=
bills that bllze
does their daz *£d
DJ-C (9) %broads that baadzst
size (of) the salzi
was that Hazﬁt
RC-R  (3) was there WozZEL
Years there }IJZ'EJ
magazines that "megozinz "ad
RC-C  (6) shields the ' [iemdze
cause they kaze%
n# o
BN-R (27) in the Ine
in there Ined
on the an+e
BNi-C (26) seen the sin*e
gone the gani
isn't that 'Iz§mt
DJ-R (15) on they an €l
on this pIs
on their antcJ
DJ-C (17) one (of) these yeniz
and these eniz (d » @)
RC-R  (8) wupon the span i
between the ph'thgi-ni
and then nIn (d > @)
RC-C (6) in the Ina
and then nen
line that laIn-at

There are also a few examples of 1 # & > 1 and v # & > v, but
only a very few; the examples above should serve to illustrate the
process under consideration adequately. In some of the alveolar
consonants derived from clusters listed above, there is no indication
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of extra length (e.g. EN-R 'in the' [Inal), because the perceived
length of the elements in question did not warrant it. This
suggests a degemination process, which has been postulated for
English by both Bailey (PRO:B-37) and Stampe (1972:56) for reasons
independent of those stated here.

The example of '"in the' cited above points out that in some
cases where O&-assimilation and degemination have applied, there is=s
no apparent distinction between the definite and indefinite article,
i.e. 'in the' is pronounced similarly to 'in a'. For elements which
flap (see previous section) the distinction between definite and
indefinite may be preserved in some cases since it is much less likely
that intervocalic alveclars derived from original alveolar-plus-d
clusters will flap then original intervocaliec alveclars.

2.7. The processes outlined above constitute only the most
frequent cnes represented in my texts. Each speaker shows individual
phonological characteristics, but a description of these has been
excluded since my aim in this study was to determine some of the
more general characteristics of connected speech. One obvious
omission from this treatise is the subject of vowel reduction as a
function of stress, position in an utterance, and style in connected
speech. This subject certainly deserves careful attention and
hopefully will be covered in a separate paper.

Other questions still to be investigated are 'Given that the
processes discussed here generate more than one possible pronunciation
for a sequence of sounds, is it possible to predict when one is
likely to find a given one of them!' Situations which arise in the
texts make one doubt that this is nossible.

For example, BN in the conversational text says, 'We would sit
in the...in the highest balecony' Cyiu ra! sItInl...gda hoTisth'telkinil,
where the first occurrence of the words 'in the' is realized as [Inil
the second as Enda] The two lexiecally identical phrases have quite
dissimilar phﬂnetlc shapes; in one word-initial & has assimilated
to the preceding nasal, in the other it has become [dl; in one word
'in' has & vowel in it, in the other it is represented by a syllabic
nasal; in one, the vowel of 'the' is [il, in the other it is [al.

If one were asked to choose which of the realizations were more likely
to come after a fully articulated t (as in 'sat' above), one would
almost surely choose Eqda], since articulation of the sequence thd]
involves little more than lowering and then raising the welum. But

in fact, one finds that the Egdai version occurs after a short pause.

DJ's conversational phrase, 'Peuple not working are getting
money' is realized as C' phipona'ua*k o 'glrIn'monil. Notice that
the first final -ing is realized as nl, while the second is [nl.
These words both occur in the same sentence in the same style and
represent the same grammatical type, yet they are realized differently.

Secondly, given a particular phrase, can one expect it to reflect
& homogeneous style? This seems unlikely just from the phrase by DJ
'I haven't had', which is realized in reading style as Calmvned],
but in conversation as [ah®vgedl. In the first, the word 'I' is
realized as [a]ll, and both possible word-initial h's are deleted.

In conversation, 'I', is pronounced [2], but one of the word-initial
h's is fully articulated. One would like to be able to associate
style of speech with degree of reduction; but even though the same
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phrase in two different styles is realized differently, it is difficult
to say which version is more formal or less reduced.

In short, there are many intriguing phonological inquiries
5till to be made about the properties of conneeted speech even from
this rather limited corpus taken from a small number of speakers.

2.8. Phonological differences between styles.

It is generally believed (see e.g. Kenyon 1935:16 and Joos 1962:
Chapter 4) that reading aloud is conducive to using & more careful
style of speech than speaking conversationally. This study suggests
that except for one phonological process which we are made aware of
in elementary school: n>n / _# (dropping the g), and which, perhaps
because of this educational experience, two of my subjects are able to
suppress at will when reading, the phonclogical differences between
reading and conversational speech are more quantitative than qualitative.
A given rule may apply more or less fregquently in a given style than
in another, but a different set of speech patterns is not brought inte
use. (Perhaps if the subjects were induced to speak unnaturally in
some respect, new phonological patterns would appear. The subjects
in this study had no restrictions on their sneech in either condition
except that they were asked to speak intelligibly when reading. GSee
Chapter I). The processes outlined above which show noticeable
differences in frequency of application in the same direction for all
three speakers are monophthongization of vowel plus schwa and flap
deletion. In both of these cases, the process was more widespread in
conversational style. (It was pointed out earlier that deletion of
unstressed vowels is, for all speakers combined, more general in
conversational style).

Considered individually, speakers do display differences between
styles as related to frequency of rule application. The following
chart indicates differences between styles for individual speakers:

Speaker Process Style in which difference
predominant
BN C>-wol / #__ conversational 12
BN nc > Ve conversational T
BN +frie. > syllabie frie. conversational 8
BN u+ 9 > 3 conversational 8
BN B Y reading 12
BN &> Lof reading 11
EN e Pegll o o f reading T
DJ v>0/ ¥ conversational 7
DJ al » a conversational 19
DJ an > n conversational 25
DJ i oo ¥ conversational = 1k
DJ tovidial oo reading 11
DJ L S reading 11
RC e S conversational 13
RC all » & conversational 12
RC sn > n conversational 20
RC VHC = VC reading 9
RC t>ef ¥ reading T

v
RC boxie fo o B reading 17
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I have commented above on the unusual fregquency of flaps in
reading style. For most other processes, there is greater frequency
of application in conversational style, as might be expected.

There are doubtless other differences between reading and
conversational speech, such as in phrasing (see Chapter III) and
intonation as well as number of hesitation noises ('uh') and filler
material ('you know') that give the listener cues as to whether a
speaker is reading. ©5tyle is, of course, also associated with features
on different levels of linguistic analysis such as choice of lexical
item or grammatical construction (see for example Joos 1962, Crystal
1969). These elements may in themselves convey the level of linguistic
formality which the speaker intends to utilize with little help from
rhonological mechanisms.

Footnotes to Chapter II

l. No claims are being made about innateness or about the actusl
existence of an ideal pronunciation from which all realizations
derive their being.

2. BSee Kenyon American Pronunciation, p. 198 for a rationale
for this point of view. ©"It is a very small proportion of words to
which the full vowel sound of the unaccented syllables can be
restored without making the pronunciation wholly unnatural and even
unintelligible."

3. Kenyon used
C4] in IPA notation.

L. In this paper, I use [a] for both stressed and unstressed
schwa and CAl for both stressed and unstressed retroflex schwa,
thus having one symbol each for major vowel categories. Perceptible
reductions are indicated by diacritices. _

5. Key: The first two letters are the initials of the speaker,
the letter after the hyphen indicates the speaking style, C for
conversational; R for reading. The number in parentheses indicates
the number of times the process was found to occur for the speaker
and style given.

However, BN consistently pronounced the phrase 'going to'
as [gefel, which, frequently spelled '"gonna' in written colloguial
dialogue, is probably lexicalized as & unit in the speech of most
Americans.

T. As a speaker of the same dialect as the two Columbus informants,
I feel that is perfectly natural to say ['"latss "®#plz] for "lots of
apples', even without a glottal stop before the [®]. However, no
cases of aV# + ad / __ Vowel occurred in the texts.

8. w is the symbol used in this treatise for a very constricted
high back vowel-like sound substituted for [1l] by the Columbus
speakers in some cases.

9. Although some natives of Pittsburgh, Pennsylvania use this
process quite generally, as far as I can determine from informal
field work, e.g. '"house' [ha>s], "cloud' Ekra>d].

"r" for the American r, usually represented as
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10. While transcribing, I have variously written the resulting
monophthong as a fronted back vowel or a backed front vowel.

11. If the initial sounds in words like when, why, where are
considered a sequence of [hul, we could say that DJ and BN consistently
apply h + ¢ / __ u; whereas RC does not apply it at all.

12. The striking frequency of this proecess is a result of its
being & possible reduction of the word and (®nd > and > an > g}* which
all of the speakers use often and which speaker RC uses after
practically every span of connected speech, as a filler word.

13. Followed by a labial.

1. I am assuming that [4] and [7'] function identically in
this process.

15. Name of Latin-American origin: pronounced locally [shelal

16. In this case, as perhaps in most, 'schwa' is a cover term
for unstressed, reduced vowels. It is doubtful that the second vowel
in 'being' ever gets as low as & true schwa.

17. BSee below for flapping and flap deletion.

18. The fact that flapping (see below) can occur between the
period of voicelessness and the following vowel tends to support the
idea that the first vowel becomes simply devoiced rather than deleted.

19. One might alternatively claim that t and d drop in nt and
nd clusters, then the n flaps. One certainly can find cases of inter-
vocalic n where an nt or nd is expected, suggesting that a stop-
dropping rule in this environment is necessary at any rate. (Zwicky
(1972) quotes S. Jay Keyser as suggesting the opposite phenomenon--
n drops and the remaining t flaps).

20. It appears to be far more common for the cluster nd to
become [nl] than go to a nasal flap, which might be described as an
extra short [nl] (see footnote 19).

21. mostly from and and kind of.

22. mostly from you know,

23. BN frequently changes affricates to simple fricatives.

2L, BN does not contribute any examples to 3 and L.

25, See Chapter I for an explanation of why actual measurements
were not done. Hubbell (1950) apparently agrees that extra length
is involved: "In negligent pronunciation, the initial fricative is
sometimes assimilated to certain preceding consonants. In phrases
like all the men...., who's there...., 11, nn, zz, sz (ss) may
replace /1/, /n/, /z/, /8/, respectively. The double consonants
that result are sometimes simplified."

) 26. The resulting t frequently has a very dentalized release,
suggesting that the tongue has moved forward during the closure.
This could be tested by examination of transitions in an experiment
where phonetic environment could be controlled.

27. Since BN changes [0] to [d] word-initially at apparently
random times in other environments, it is difficult to interpret
these data. :



CHAPTER III

3.1. As menticned in Chapter I, there is currently much
discussion among phonologists as to the nature of fest or casual
speech. Although there is interest in the phonological properties
of non-maximally-differentiated speech, there is considerable
vacillation of opinion as to whether speed or style or a combination
of these serve as a trigger for the reductions that one encounters
in natural connected speech for the various degrees of reduction
that the same phonological sequences can undergo. Zwicky (1971)
discusses possible reasons for alternative pronunciations in "On
Casual Speech" and a rather impressive example of variant pronunciations
of the same phrase is offered by Stampe (1972:56).

Several scholars have used the term 'fast speech! to refer to
relatively reduced sequences (Harris 1969, Zwicky 1972, Stampe 1971:
Chapter 1.) It is intuitively satisfying as well as in accord with
experimental data (Lindblom 1963, Kozhevnikov and Chistovich 1965:
Chapter 3) that as a speaker increases his rate of speech, he has
less time to achieve targets, therefore segments may be non-maximally
articulated or deleted entirely. Therefore, the term '"fast speech’
may be a proper one for speech manifesting many imprecisely
articulated forms. But Stampe (1972:1) has made a convincing case
for the position that phonological processes are basically mental,
although their possible forms are strongly determined by the nature
of the human nervous system and vocal tract. If so, utterances showing
relatively greater amounts of phonological reduction may reflect an
attitude on the part of their producer as to the formality of the
speaking environment, and therefore the terms casual or relaxed
speech may be more appropriate to describe reduced utterances. However,
data from the previocus chapter suggested that when texts taken in
their entirety are examined, there are practically no differences
between naturally spcken texts in two different styles as to types of
phonological processes manifested and only small differences hetween
them as to number of times the process applies. The technique makes
the assumption that consistent style is used by a given speaker in
a given recording situation, though as pointed out in Chapter 2
the term 'consistent style' may be somewhat difficult to define,
considering the apparently random variations in phonetic realizations
of the 'same' sequences one encounters between styles and within the
same style.

In this chapter, an investigation is made of the rate-of-speech
characteristics of each of the two styles of speech under discussion.
Then & more specific study is made of individual rate and style
relationships for each spesker: pairs of utterances containing very
similar lexical material and spoken at similar and different rates
of speech are examined to determine: (1) whether greater reduction

b3



Ly

is characteristic of utterances spoken at relatively greater speeds,
and (2) whether utterances spoken at nearly the same rate exhibit
differences in amount of phonological reduction, which might be
attributed to style.

3.2. The term 'degree of reduction' is rather hard to guantize.
Simply counting the number of low-level phonological processes found
in two different utterances and assigning a 'degree of reduction'
score to each depending on the absolute number of processes seems
unsatisfactory since a process which deletes an element completely
geems to cause a greater amount of reduction than one which simply
changes a feature of an element. Ideally, a reduction scale should
be devised, where a value is assigned to each process depending on
the number of features it changes, with complete deletion being
assigned the highest value and the total amount of reduction of any
given utterance scored on the basis of this weighted scale. 1In
practice, however, the designing of such a scale seems to involve
many arbitrary decisions. BSo in this study the admittedly
unfelicitous technique of counting the number of processes manifested
will be used to determine amount of reduction of & given span of
speech. The number of processes evidenced in a given span is to
some degree a subjective decision, depending on the theory in which
the researcher is working and the possibility of determining
unambigucusly which processes are in effect in-any particular case.
For example, it was found that in connected speech there is a process
which changes schwa plus nasal to syllabic nasal in relatively
unstressed positions. But there is alsc evidence of a process
which devoices schwae after an initial aspirated voiceless stop
(see Chapter II for examples). Supposing then, that the words 'to
me' were pronounced [thmi:J. It is perfectly clear that they remain
a two-syllable sequence, but not at all clear which element is
assuming syllasbic nature in the first syllable. Granted that this
reduction can probably be considered one process, it is difficult
to decide which it is. Considering the subjective nature of the
decision, the reader may not always agree with the tally of number
of phonological processes evidenced in a given span of speech as
outlined below. It is hoped that in most cases the decisions will
seem obvious and non-ambiguous.

3.3. Before looking intoc the question of whether reading
and conversational styles are characterized by different rates of
speech, I will discuss briefly the concept of speech rate.

Kelley and Steer (1949) state:

REate of speaking is traditionally described as

the number of words spoken per minute during a
complete speech performance. In calculating overall
rate of speech, the estimate includes intentional
pauses and unintentional pauses as well as meaningful
words spoken in the elapsed time. In extemporare
speech the amount of nonspeech time may be
considerable. Under such conditions, it is possible
for the speaker toc have a slow overall rate, yet
word utterance within the sentences might be

rapid for the most part.
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They point out that a similar position had been taken by Jack
C. Cotton (1936) who wrote:

Speech rate determinations which are made by timing
a speech and calculating the average number of
words spoken per minute, although useful for some
purposes, are practically worthless in any
scientific speech study.

Cotton proposes that a rate in syllables per second be calculated
for each syllable in the utterance under investigation, thereby
eliminating the deleterious effects of averaging. (He points out
that averages can always be extracted from data in the form he
advocates). Kelley and Steer claim that using words-per-minute
or syllables-per-minute give highly similar rate estimates since
the correlation between the two expressions of rate is about .8k,
They decide on words-per-minute as a measure in the article cited,
with the innovation of omitting pause time in one form of rate
determination, sentence rate. They report that their measure of
sentence rate corresponds well with subjective estimate of rate of

speech.
Ancther technique for determining rate was used by Osser and
Peng (196L4): Phonemes -((sic)zspeech sounds) per-minute, in comparing

Japanese and English average speech rates. ngldman-Eisler (1956)
rejects the concept of speech-per-unit time as a determiner of
rate. ©She states:

A continuous flow of speech rarely broken by periods
of silence is felt to be fast speech, and speech

the flow of which is halted by frequent pauses of
hesitation is experienced as slow speech. The

speed of the actual articulation movements producing
speech sounds occupies a very small range of
variation, 4.4-5.9 syllables per second.

The present study adopts the Kelley and Steer suggestion that
only speech be included in determining overall rate of speech.
Cotton's distrust of averaging is not shared by this writer, since
it seems to me that for example the shortness of an unstressed
syllable is predictable from English stress rules and is not to be
considered a sign of change in rate, either from a production or
perception standpoint. Rate, in my opinion, is a property of a
span of speech and therefore averaging has been done on my data.
Goldman-Eisler's suggestion was not investigated here, since the
'pauses' in my recordings were very often filled with comments from
the experimenter (during the conversation) or were due to inter-
ruptions caused by turning pages (while the subjects were reading).

Speech rates are given in words per second, a measure which
I found easier to conceptualize than words per minute. The former
is obviously easy to convert to the latter by multiplying by 60.
Rate was averaged over every phrase as determined by the speaker, i.e.
over every span of continuous speech between pauses. Agnello (1965)
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calls such a span a 'speech unit', but notes that the term "talk-

spurt' is of common usage in communication research. This seems a
particularly appropriate term in that it implies nothing about the
internal structure of the span of speech, which in this study was

often not equivalent to any recognized grammatical unit.

3.4, In the following table are displayed the results of the
investigation of speech rate for the three subjlects used in this
study, including total speech time, total words, number of talk-
spurts, average talkspurt duration, average words per talkspurt and
average words per second, averaged over the entire corpus for each
speaker in each condition. Included are the results of a T-test
testing similarity of distribution of words-per-talkspurt and words-
per-minute values between the reading and conversational conditions
for each speaker.

TABLE 3.1
Speech Rate Results

Speaker DJ | Speaker RC Speaker BN

Conver=-, - Conver- Conver-

il Reading o) Reading it Reading
Total :
Speech 344,33 371.92 362.35 | 3u47.50 333.21 | 336.56
Time (sec.)
Total Words |167k 1562% 1275 1236% 1498 1453%
e Gk 153 225 128 146 173 99
Talkspurts
Average talk-
spurt 2.25 1.653 2.831 2.380 1.926 3.L00
Duration
(gec.)
Average
Words per 10.94 6.90 9.96 8.47 8.60 1L.78
Talkspurt
Variance 38.70 1k.51 61.66 25.36 L6.02 ok .00
T-Measure T.81 1.89 6.03
Average ;
Words per 5.40 4.25 3.52 3.56 L.50 h.32
Second
Variance 13.11 .85 2.32 .86 1.7T% 1.34
T-Measure h.sh _ -.271 | -.566
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*Smaller number of words in reading version is due to deletion of
repetitions, hesitation noises, and filler phrases, especially "you
know'.

Levels of Significance for T-Measure (= df)
10 = 1.645 .05 = 1,960 .02 =2.396 .0L=2.576 .001 = 3.291

Discussion.

Several tendencies are apparent in the first two speakers that we
do not find for the third: speskers DJ and RC have, on the average,
more words per phrase and both fewer and longer-duration talkspurts
during conversational speech than when reading. Alsoc, the range of
speed found in conversation is more spread than for reading (reflected
in variance of average words per second). All of these tendencies are
reversed for speaker BN. BN is the speaker of the New York dialect,
but this fact is probably not to be considered significant.

There is little difference in average rate of speech measured in
words per second between the two tasks for speakers RC and BN while
a very significant difference in mean rates exists for DJ,

DJ and RC have a signifieantly greater amount of variation
in size of talkspurt, in terms of number of words, in the conversa-
tional mode. BN has an equally significantly greater variation in
words per talkspurt in the reading mode.

It seems, then, that this attempt to elicit two different styles
has not succeeded in eliciting anything which is generally
characterizable as two different speeds for all speakers. DJ shows
the only case of conversational speech being on the average noticeable
faster than reading.

One assumption that could be made is that the fastest and slowest
utterances for each speaker in each condition might show strikingly
different amounts of reduction. When the corpora at hand were investi-
gated for this tendency, it was found that instead of a difference in
degree of reduction, the 10 fastest and 10 slowest talkspurts for
each corpus showed a marked difference in number of words per talk-
spurt. For each speaker, the very slow talkspurts consisted of only
a few words and the very fast ones consisted of a great many. The
following table summarizes the findings:
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TABLE 3.2.
Fastest vs. Slowest Utterances

Conversational ©Style Reading Style
Average Average | Average || Average Average | Average
Words Words Duration || Words Words Duration
per per of Talk- || per per per Talk-
Talkspurt | Second spurt Talkspurt | Second spurt
Speaker DJ
10 fastest 11.6 8.28 .17 sec 7.2 6.31 .88 sec
10 slowest 6.0 2.82 U7 see 2.3 2.40 1.0k sec
Speaker RC
10 fastest 12.1 5.36 Al sec ||10.7 6.0 .56 sec
10 slowest 3.5 1.93 .55 sec 2.0 2.38 1.19 sec
Speaker EN
10 fastest T:9 T.43 .94 sec || 24,2 9.0 .37 sec
10 slowest 1.8 TS l .96 sec 9.3 3.0 +32 sec

Despite the intrinsic interest of the above material, .it does
not advance the cause of examining the relationship between speech
rate and amount of reduction, since it would clearly make no sense to
compare the amount of reduction present in a group of phrases with a
few words to the amount of reduction present in a group of phrases with
many words. :

3.5. In order to examine the frequency of low-level phonological
processes in these texts, the following procedure was then followed:

l. Cases were found where the speaker talked at the same rate
of speech when producing the lexically identical or nearly identical
phrase in both styles. The utterances chosen were spoken at rates of
speech not differing more than .5 words per second for any given pair.
The experimenter compared the written and conversational versions of
13 sets of utterances for speaker BN, 12 sets of utterances for
speaker RC, and 8 sets of utterances for spesker DJ, and a tabulation
was made of the number of phonological processes found to apply in
each case of the pair.

2. Cases were found where speakers used the same of nearly the
same lexical material in two talkspurts, one each in each of the styles
under discussion, when the rates of speech were different, i.e. there
existed a greater than .6 word per second difference. (This decision
igs arbitrary, but there is no standard technique to determine the
boundaries of speech rates, i.e. where 'slow' yields to 'medium' and
‘fast!.)

Results.

The examination of the equal-speed phrases showed that there was
a small but consistent tendency for conversational phrases to be more
reduced than read phrases, given the same content and rate of speech.
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For BN, 11 out of 13 cases showed more reduction in conversational
style; for DJ 6 out of 8; and for RC 9 ocut of 12.

On the following pages, I give phonetic transcriptions of
lexically similar phrases spoken at different rates as taken from
my texts. Following these transcripticons is my analysis of what
processes have operated to shape each output and a tally of the
number of processes I think have applied for each utterance.

Speaker EN
"I forgot exactly how much it costs"

Conversation: 7al f¢*ga Igzekli heg met[ I? khasts
Reading: al frrgar Igez=kli hmg met| It khasts

Processes in conversation: "forgot": ou > 7 ;t > ¢ > $; "exactly":
t > kil Yig? 6> 25 B TotaliS5 [t >peeadicoumbs as B

Processes in reading: "forgot": ou > 20; t > o/__#; "exactly":
t > ¢/k_1. Total: 3.

"And the island is really small; you could probably walk
around it in an hour."

Conversation: ni a%l ondlz 4Ili smo }md pdali Eak zondlt n 2ur

Reading: &ni a%land? Jili sma %mkﬁ phiahabli Hak ﬁ*a}'ndld In an
e2y*

"And the island is really small; you could probably walk
around it in an hour."

Conversation: ni #el sndlz 4Ili smo iwd puali uok :ondlt p =u

Reading: #ni allendg 4ili smo imkp phiababli usk a ndlId In
an ®&u

Processes in conversation: "and": #nd > ®#n > sn > n; "the":
n#3&>n; "small™: 1 > 6/ #; "could": k > 4; U > 4;
"probably" C[bebl > ¢ (this process or collection of same is
rather difficult to classify. It may simply represent an
alternative pronunciation of the word probably which has
become stylized and therefore not reflect a generalizable
process). "in an" > snen > n. Total: 9 ("would" is not
included since it does not cccur in both styles).

Processes in reading: "and" 4 > #/__#; "the": n # & > p; "island
is": 9z > %; "small": 1 > ¢/ #4 "can": =n > en > |3 it
t >d/_#. Total: 5 ("can" is not included, since it does not
ocecur in both styles).
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Speaker DJ

very elaborate seating"
Conversation: EEJi %mhaﬂ sicIn
Reading: feai Il=by sirln

Processes in conversation: "very": v > -voi; "elaborate":
81>1, +a>t> g/ _#; "seating”: t > ¢, Total: 5.

Processes in reading: "very": v > [-voil; "elaborate": t > ¢/_#,
+9 > ; "geating": t > £. Total: kb,

"And I'm not like many scientists, I very strongly believe
that there is definitely life on other planets."

Conversation: & s ®ma lalk mefi selfz al vesi stuangl b}ivath
Is ade 31 lalf on 207 plefets

Reading: & F #gng lal mIi salofIsts al veai stuangli blivéethed
Iz dif3 ?def8li lalf en ad» phlEIts

Processes in conversation: "and": d > ¢/ _#; "I'm": aI > 2;
"ot": m# n > m; "many": n > F; "scientists": nt > F > ¢;
€ +o>¢; sts > 88 > z; "strongly": 1 > 4/_i; "believe":
sl > ;; "that": v #8 > v; "there": 8 > @ /#__; "definitely":
n>2>¢,a+a>o; "planets": n> F > §; 1 > 4. Total: 18.

Processes in reading: "and": nd > £; "I'm": m > ¢__#; "not":
t > laryngealization /_#; "many": n > F; "scientists":
nt > ¥; "believe": bliv; "there": t # & > th; "definitely":
n>%>g¢; "on": an > an; "planets": n > ¥ > 4. Total: 1l.

Speaker RC
"And also by using a low impedance you can use two
conductors shielded".

‘Conversation: #n ausoe bal uzine lou Impigtsj kn iuz thuhk indekty'
Jiurtd K
Fa

Reading: En also bal uzl el lou Impint[iu kén iuzthu khendekt
[imcta & & 54 2 5
A

Processes in conversation: "and": #nd > ®n > #n; "also": 1 > u;
"using": > n; "impedance": sn > g, s + 1 > [; "you":
u>o>p¢; "can": ken > kin > kp > kn; "shielded": 1 > u,
s [en s Totals 13s :

Processes in reading: "and"; d > ¢é/_#; "a"; > [eI] (hypercorrection,
not a genuine low-level process); "can": > kin; "conductors":

z +.[ > [; "shielded": 1 > u. Total: 7.
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"It goes down through your body and if you have any."
Conversation: # geoz deyn tOuix baip If ia havii
Reading: £I goz deun G;u} bain If is havEi
Processes in conversation: "it": t > 4/ #; "down through":

nd > ntl; 84 > 0; "your": i> 2> i; “body": d > r > #;

"and": #nd > ®n > on > 03 "o’ weoa; Tany': nF K= .

Total: 11.

Processes in reading: "it": t > ¢/ _#; "your": ou > ¥ ; "body":
d>c > ¢; "and": ®nd > ®@n > an > n3 "vou": u > a; "any":

oo P s g o eTetnl: J.

Examination of the different-speed phrases indicated that the
same tendency holds for conversational speech to be more reduced;
but the conversational speech was always the faster of the two being
compared. For BN, T out of 10 pairs show more tendency of the
faster member, i.e., the conversational utterance, to reduce: for
DJ this is true for 8 out of 9, and for RC U4 out of 6, Examples:
Speaker BN

"Yes, the wind blows the wrong way, you can smell it."
Conversation: ies ds uln bloz s uan uel kn smellt
Reading: i€s & ulnd bloz 8a Jan uel iu ken smellt

” o~ A A
Processes in conversation: "the": & > d:; "wind": 4 > 6/ _#;

"the": z # 0 > 2; "way, you": T+ o8> I, u> a; "can":

#n > 8n > n. Total: T.

Processes in reading: "the": 8 > 0 /s__ (twice). Total: 2.
"Yugoslavia I saw through a jaundiced eye, as they say."
Conversation: }uéaslavia al 80 Bus dzun-s dz3dist E; ES&EE sE£

Reading: iugeslavis sl so ﬂiu:a d3ondést al =z ég; se%

Processes in conversation: "Yugoslavia": o > a; "through":
B > 83 "jaundiced": VnC > ¥C; "as": ®z > €z. Total: L.

Processes in reading: "Yugoslavia": o > &. Total: 1.

Speaker DJ
"I think if J.F.K. was alive we wouldn't have Vietnam."

Conversation: a OIk If edzel €f kel uez slalui uwrdp hevilPnam

Reading: aI 6Tk If dzel e&f khel usz slalv ui uvdp hev iaZnam
n Lol ] " A
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Processes in conversation: "I": al > a; "think": vNC > ¥C;
"alive": V > ¢4/ _#; "wouldn't": t > 4/_# Total: L,

Processes in reading: "think": VNC > VC; "wouldn't": t > o/ _#.
Total: 2.

"And it's non-repayable; you don't have to pay it back
or anything."

Conversation: En Is nﬁJIpeﬁb} i% heth pei I beks EIhIn
Reading: E&Is nsn Iphe}b} iw dét h=fte pe} ek ouIIBIn

Processes in conversation: "and": #nd > &n > &n > £; "it's":
t > ¢; "non-repayable": a > 5; eI > o > el; 8l > 1; "you":
D5 Ao M CEN " = £ = BaT T > —wnd fokho Sarla gowo g8 e
"anything": n > r > g, nt > 0 > §, 8 > h. Total: 9.

Processes in reading: "and": #nd > &n > #n > &; "it's": t > 4;
"non-repayable": a > 9; eI > a > el; al > 1; "don't": VNC > VC;
"it™: € > ¢/ #; "anything": n > 'F > 4. Total: 1l.

Speaker RC
'"Because all the time you were on transmitter duty you
couldn't relax; I never could."

Conversation: kez sdtalm iazon tﬂtntﬂmlr34 duri is kh%~nt 4Ilaks
al nevakead ' 3

Reading: bikhoz alBsthalm iu uz on th#tsmlry duri }w kh dp Jileks
?al nev khwrd 4 d4

Processes in conversation: "(be)cause": a > a; "all": 1 > ¢; "you":
u > e; "transmitter": ns > nts; "duty": t > r; "you": u > a;

"eouldn't": 4 > ¢/_n. Total: 6.

Processes in_reading: "the": & > 8/#__; "transmitter": ns > nts;
VNC > VC; "ecouldn't": t > 4/_#. Total: k.

"Oh, you usually get better frequency response for one
thing, and they're built a little bit more rugged."

Conversation: ou je juzewi gI? ber fuikhusntsi aisponts £
uente In g d%d Dbllrs 1I1 bI7 moy gid

Reading: ou ju iu uwi gI? berz* fuikbuintsI .ispan®s fi EentBIn
&n OEd blurslll bI? mou egid

Processes in conversation: "you": u > &; "usually": 1 > u; 1 > u;
: £ > I; "better": t > r > ¢; "frequency": ns > nts;
"response": ns > nts; "for": ou > # ; "one thing": né > nt;
"and": #nd > ®n > en > n; "they're": pd > ndd; "built": t > r;
"ittle": t > £ > ¢; "plt": t > 2/_#. Total: 1T.
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Processes in reading: "usually": 1 > }>w "eet': £ =R
"better": t > r; "frequency": ns > nts; "response": ns > nts;
"for": o4 > 7 ; "one thing": n® > ntd; "and": ®#nd > ®n > an > s
"SIty 1> ous Lo "NiNbleTv R a > B "RALT: v > Y 4.
Total: 12.

3.6. These data suggest that rate determines degree of reduction in
that given two similar utterances, one spoken at a rate relatively
faster than the other, the faster one will be the more reduced.

But style plays a significant role also in that given two utterances
spoken at the same rate, the degree of reduction is not always
identical, the more relaxed the style usually showing more reduction.
Therefore one must conclude that both rate of speech and style of
speech contribute substantially to degree of low-level phonological
reduction.



CHAPTER IV

L.1. It is suggested by Lindblom (1963) that the production
of a given vowel involves an invariant signal or set of signals
sent to the articulstors whenever the speech producer tries to
produce a token of this vowel. The fact that we see variation in
the actual acoustic output is, according to Lindblom, due largely
to inertia of the articulstors, which are affected by the nature
of the other sounds preceding and following the one being examined
and by the rate of speech which the spesker is using. The following
study was designed to investigate the question: "Given a relatively
fixed set of environmental influences and a relatively invariant
rate of speech, can one detect influences of style of speaking on
vowel formants?".

b.2. As mentioned in the three previous chapters, each of the
three subjects for this investigation was induced to produce nearly
the same lexical sequences in two different styles, once in
conversation with the experimenter and once as read from a typed
script. A determination was made of rate of speech of each connected
sequence of verbal material in each style, the unit of measure being
words per second. (See above for a discussion of speech rate. This
technique may be criticized in that it does not allow for wvariation
in rate within a given speech spurt.) For this study, the pairs of
talkspurts described in Chapter III which contained nearly the same
sequences of words and which were spcken at a rate of speech not
differing by more than .5 words per second were again examined.
(Since these utterances were of quite different lengths, the actual
number of them used is not significant here. The total number of
vowels measured is recorded in Tebles L4.1-4, It was hopned that by
choosing utterances spoken at so nearly the same speed the speech
rate variable would be eliminated, insofar as it cen be in natural
speech.

As stated in Chapter I, spectrograms were made of all texts for
all speakers; those corresponding to the equal-rate pairs of phrases
were isolated for this study, and measurements were made of vowel
formants 1, 2, and 3. These measurements were made only in cases
where the identical contextual influences were, hypothetically, in
operation in both cases; i.e. if vowel V appeared between elements X
and Y in one style, it appeared between the same elements (in the same
word, etc.) in the other style. It was presumed that with environmental
influences being nearly the same for each style, any systematic
differences in formant measurements could reasconably be attributed
to style.

The measurements of the three lowest formants were made at a
point determined to be the point of maximal achievement of the vowel

54
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target in question. If the vowel attained a steady state, the
measurement was made from the middle of the steady state; if not,
the measurement was made at the point where the onglide ceased and
the offglide began.

Two unavoidable problems with this particular type of
investigation are that: (1) it is impossible to control for how many
tokens of each vowel are measured. Given the constraints that the
utterances must be the same length and speed, and that any given
vowel must be measureable in both styles in a specific environment
(if it is to be used at all), it does not seem practical to further
demand that an equal number of tokens of each vowel type must be
used, especially since vowels vary a great deal in the frequency
with which they occur and the texts are relatively short. (2) Since
the above is true and since, further, a little-revresented vowel may
occcur, say, five times before an [1] and not at =ll otherwise, the
vowel charts made from these measurements are not to be expected to
be identiecal to traditional vowel charts made from receordings of
identical numbers of vowels spoken in identical environments. The
basic question is whether the vowel formant charts derived from
vowels spoken in two different styles differ from each other, not
whether they differ from standard vowel formant charts.

4.3. Results. Tables of average formant 1, 2, and 3 frequencies
for each speaker in each condition and values averaged over all
speakers in each condition appear below. Following them are acoustical
vowel diagrams reflecting average values of Fl and F2 for each
speaker, with both styles being represented on the same diagram.

The fourth chart shows the average for all three speakers.

TABLE L.1
Average Vowel Formant Frequencies for Speaker DJ
(Vowels in Random Environments)

Reading Conversation

posl T H F2 | F3 (n) F1 Fo F3 (n)
i 308 | 1868 |2Lg2 6 313 | 1858 | 2481 6
I L63 | 1505 |2277 11 k39 | 1hTT | 2348 o
£ 532 | 1468 |[2225 7 521 | 1375 | 2289 T
= 600 | 151k |2206 9 636 | 1Lk | 2392 9
a 606 | 1081 |1950 L 594 | 1113 | 2069 L
R 516 900 1933 3 533 | 1083 | 2066 3
o 554 | 1143 |2186 7 536 | 1161 | 2289 T
u 260 | 1550 |2150 1 300 | 1480 | 2Loo i |
EY 525 | 1278 |2125 9 481 | 1272 | 2317 9
k22 |116T7 |1825 3 kso | 1175 | 1933 3
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TABLE k4.2
Average Vowel Formant Frequencies for Speaker RC
{(Vowels in Random Environments)

v 1 Reading Conversation
e F1l F2 F3 (n) Fl F2 F3 (n)
i 373 | 1982 | 2L99 19 393 | 1921 | 2513 19
I b9 | 1620 | 2316 21 LT3 | 1618 | 2L8T 21
3 Lh2s | 1688 | 2h25 2 375 | 1775 | 2638 2
E 579 | 1550 | 2L13 6 520 | 1567 | 2382 6
E 615 | 1644 | 2435 13 sh2 | 164k | 2kg0 13
a 634 | 1194 | 2209 8 588 | 1159 | 2363 8
2 638 | 1100 | 2275 2 538 | 1175 | 2k38 2
o 575 | 119k | 2256 9 519 | 1239 | 2koé 9
u 370 | 1554 | 2300 6 383 | 1708 | 2363 6
525 | 1600 | 2250 1 350 | 1700 | 2kooO 1
® ceh | 1h62 | 2h11 19 509 | 1koé | 2403 19
L59 | 1364 | 1877 1L L76 | 1368 | 1804 1L

TABLE L.3
Average Vowel Formant Freguencies for Speaker EBEN
(Vowels in Random Environments)

Reading Conversation
e 0 T T Fi_| F2 | F3 (n)
i 324 | 1919 | 2410 24 351 | 1836 | 2501 2L
I 387 | 1671 | 2468 19 Lok | 1675 | 2Lo8 19
£ 512 | 1ks6 | 2L19 12 LTT | 1366 | 2498 12
= 650 | 1602 | 2394 9 561 | 1661 | 2336 9
a 692 | 1138 | 2hg2 6 608 | 1133 | 2kk 6
2 613 | 1033 | 2675 6 L66 | 1029 | 2763 6
o 554 | 1125 | 2329 6 Szl 312 ) 2533 6
388 | 1275 | 2375 2 475 | 1238 | 2288 2
u Lok | 1483 | 2516 6 Lok | 1371 | 2283 6
) LLy | 1447 | 2434 17 430 | 1375 | 2b1s 17
Lhos | 1396 | 1857 T LTs | 1439 | 1977 T
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TABLE L.h.
Average Vowel Formant Frequencies for All Speakers
(Vowels in Random Environments)

Reading Conversation

TR ey 2 3 ()| F1 2 73
i 340.82 | 1936.94 | 2Lsk.s59 || Lo || 362.76 | 1871.9k | 2503.27
I L28.92 | 1614.22 | 236Lk.22 || 51 || L439.78 | 1609.02 | 2L27.65
(3 53k.00 | 1LB2.00 | 2363.00 || 25 || 500.00 | 141T7.00 | 2412.00
= 620.97 | 1594.35 | 2356.L45 || 31 ||575.00 | 1591.13 | 2k16.9h
a 64T.22 | 1150.00 | 2245.83 || 18 || 595.83 | 11b0.28 | 231L.L4bL
5 500.91 | 1009.09 | 2400.00 || 11 ||522.2T7 | 1050.00 | 1513.64
) 562.73 | 1159.09 | 2253.h1 || 22 ||530.91 | 1181.82 | 23LE.B6
u 377.69 | 1521.15 | 2388.u6 || 13 ||586.53 | 1535.00 | 2328.85
433.33 1383.33 2333.33 3 433.33 1391.66 2325.00
a 493.85 |1Lk19.LL | 2362.22 || 45 ||LT73.80 | 1367.Lk | 2390.56
Lu46.87 | 1348.96 | 186L.58 || 24 || bT72.92 | 136L4.58 | 1870.L2

Figure 4.1: Speaker DJ,

For this speaker [i] shows nearly identical formant structure in
both styles, as does [3*]1. [®] is both lowered and backed in the
conversational style, relative to reading style.

In all other cases, the vowels taken from the conversational
corpus show a greater amount of centralization, vowel for vowel, than
those taken from the reading corpus. (Centralization is defined here
as position relatively closer to an imaginary center of the cluster
of symbols representing vowel formant positions on these charts, not
movement towards schwa, especially since schwa itself does not reflect
a stable target). I will comment later on the unusual placement of
Cul on this diagram in respect to standard formant disgrams.

Figure 4.2: Speaker RC.

This speaker also shows a centralized effect for conversational
vowels with reference to vowels from the reading style. Except for
Ci, #, ul and [5] the differences between the two sets of vowels =eem
to lie largely in Fl: the values lie in approximately the same line
along the absissa, but differ as to their value on the ordinate.
Again, the "displacement' of [ul is in evidence.

Figure 4.3: Speaker BEN.

Speaker BN shows nearly the same formant values in both styles
for the vowels [I] and [ol. Other vowels show centralization for
conversational style relative to reading. The above comments about
Cul apply here as well.

Figure L.4: All speakers combined.
When formant values for all three speakers are averaged, it
appears that [I, ul and [47] have approximately the same formant
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structure in both styles. Averaging causes reading [a] and conversa-
tional [E] to seem to have nearly the same formant structure,
although this is not true for any single individual. Except for

the vowel [el, the average difference in the two grouns of vowels
rests primarily in Fl, as was noted for RC asbove.

L.4, Discussion. These data suggest that, when other factors
are eliminated as much as possible, vowels tend to be more centralized
when & person speaks in a relaxed conversational style than when he
is reading aloud. Lindblom's theory assumes that given an individual
speaker's vocal tract characteristics, the targets for which he is
aiming, and the rate at which he is talking, the degree of reduction
of the vowels he will produce can be rather precisely predicted. The
results of the present investigation suggest that perhaps, given a rate,
there is a range of degrees to which a vowel target may be achieved
on the average; and that the more 'peripheral' values may be related
to a relatively more formal style of speaking, the more 'centralized!
ones to & relatively more relaxed style. Lindblom's ecaleulations
are aimed at discovering only the uoper bounds of degree of target
achievement given a speech rate; i.e. they would supply an answer for
a question such as "When speaking at such a rate and under this particular
set of other conditions, what is the most peripheral possible achieved
value for a given vowel?" One can, of course, achieve less than the
most extreme values, and the results described above imply that whether
one does is, at least in part, governed by the style in which one is
speaking.

For all speakers, differences between vowels in reading and
conversational styles are not large, suggesting that these are second-
order effects and not to be considered at mll equivalent to the very
large differences between vowels spoken in isolation and vowels in
general as they appear in connected speech. Fig. U.L shows F1-F2
values for vowels averaged over several male spesakers, as taken from
Peterson and Barney (1961) (indicated by x's). These represent
carefully articulated vowels. Even taking into consideration the
bias introduced into the data from uncontrolled phonetic environment
and variable number of tokens, it seems that the vowels taken from
running speech are gtrikingly centralized relative to this particular
set of carefully articulated vowels. This observation has been made by
other researchers in the past, e.z. Joos (1948) and Stevens (1963).

While centralization is found for all speakers in conversational
style relative to reading style, it seems that identical types of
centralization are not used by all three. Let us assume that the
following four characteristics describe & set of centralized vowels,
relative to some other arbitrary more maximelly realized set:

1. Fl has a smaller value for the mid and low vowel (causing
'upward' movement on the vowel diagram).

2. Fl has a larger value for the high vowels (causing 'downward'
movement on vowel diagram).

3. F2 has a smaller value for the front vowels (causing 'right'
movement on vowel diagram).

L, F2 has a larger value for the back vowels (causing 'left!
movement on vowel diagram).
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Speaker DJ shows, on the average, characteristics 3 and L4; RC
shows characteristics 1 and L4; and BN shows characteristiecs 1 and
3 for conversational vowels relative to vowels found in reading.

Thus it is not possible at this time to arrive at a rigorous
definition of centralization which might be expected to apply to

all subjects in relaxed speech as compared to a slightly more formal
style.

The question of the fronted Cul, as was noticed in all three of
my subjeects, is no doubt of less general interest, but may have some
practical implications, e.g. for asutomatic speech recognition. C[ul
is a relatively infrequent sound, occurring a total for all three
speakers of only 26 times (13 in each style). But it occcurs in a
variety of environments, not only those which would tend to cause
a high F2. It was mentioned by House and Stevens (1963) that the
vowel [ul has 'appreciable deviation in F2 above the target value'
in the environment of non-rounded consonants. They suggest that this
is the result of the lips being relatively slow to move compared
to the tongue. Examination of acoustical vowel diagrams published by
Labov, Yaeger and Steiner (1972) shows a great deal of fronting of
Lul regardless of speaking style used by their subjects, although
this tendeney is not universal: it is eommon for speakers from Texas,
Georgia, and North Caroclina, uncommon for speakers from the North-
eastern United States. These scattered observations suggest that the
tendency to use a fronted or unrounded [ul might be rather common in
connected speech. This possibility should, of course, be investigated
further, especially as regards whether it represents a conditioned
alternation or a context-free substitution for back Cul.
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SUMMARY

The study described in the last chapters discusses:

(1) some of the phonological processes found to occcur most frequently
in two styles and two dialects of connected American English speech.
The processes described here are predominantly consonantal; a great
deal of work remains to be done on vocslic processes found in
running speech. Of course, this study is by no means exhaustive
even as regards consonantal processes, only describing those common
to all three speakers in both reading and conversational styles.

{(2) The interrelation of rate, style, and degree of phonclogical
reduction in conversaticnal speech. The results suggest that rate
does in some sense determine degree of reduction in that given two
similar utterances, one spoken at a rate relatively faster than the
other, the faster one will be more reduced. But what might be
called style plays a significant role also, in that given two
utterances spoken at the same rate, the degree of reduction is not
always identical, the more relaxed utterance being more reduced.

(3) The effect of style on vowel target achievement. The results
suggest that given a rate of speech, vowels in utterances spoken

in a relaxed style tend to be more centralized than those spoken in
a slightly more formal style. This finding is related to Lindblom's
(1963) theory that given knowledge of the physical properties of

a speaker's vocal tract and of the rate of speech he is using, one
can predict degree of vowel reduction in a given linguistic environment;
it is suggested that style may be another variable, although perhaps
a2 minor one.

This study by no means exhausts the possibilities for research
even in the short texts examined. It was mentioned in Chapter II
that many segmental characteristics have not been discussed; but
suprasegmental characteristics have been mentioned only in passing
and deserve much more careful attention, especially stress in relation
to the theories proposed by Chomsky and Halle (1968), and Vanderslice
(1970). The part that stress plays in determining degree of
phonological reduction (examined for vowels in Swedish by Lindblom
(1963) should be examined specifically and in detail using as source
material naturally spoken connected speech. The question of
hesitation noises and their relationship to semanties, as studled
by Goldman-Eisler (1961), should be investigated. A study of recent
grammatical constructions found in spontaneous speech and of the
frequency and types of ungrammatical utterances would be illuminating,
as would investigation of higher-level grammatical influences on
phonology, as done by Lehiste (1960).

The research deseribed in the preceding pages has certain
apparent shortcomings: (1) it considers data from only three subjects;
therefore it is impossible to determine how widespread the processes

64
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and stylistic characteristics described are in the American-
English-speaking community as a whole (although examination of
dialect studies can give partial answers to this guestion),

(2) with investigation of several topics, it has not been feasible

to examine any one in as much detail as would have been possible,

and (3) since all the data was analyzed by hand (after some rather
elementary instrumental analysis) there is a relatively small body

of results, and that undoubtedly contains inconsistencies conzidering
the inherent properties of the humam mind (susceptibility ts [alig =
small changes in perceptual set from day to day, limited short--cerm
memory, etc.). The first two problems can be remedied by future
studies, which this investigation will surely motivate in the case

of the present author and possibly others; the third, and to some
extent the first two, can be remedied by computer data analysis
since, depending of course on the computer, practically unlimited
amounts of data can be subjected to an invariant set of analyses.

The quantity and kind of results then avaeilable are limited primarily
by the experimenter's ability to implement analysis algorithms.
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APPENDIX A

The following pages contain phonetie transeriptions of the six
texts described in Chapter I. The transeription uses standard IPA
symbols plys the following symbols which may be unfamiliar to some
readers:

Symbol Meaning Example

A becomes voiceless z

> g
X, laryngealized ol
; incomplete closure E, 3

simultaneous glottal closure %

*+ released (as opposed to aspirated) >
x lid i
L Elide Es ;
X voliceless Q

% very short -1
C palatal click

Parentheses indicate untranscribable sections. BSpaces indicate a
pause.

Speaker BN, Conversation
1. Eibﬂvﬂ]IEtE?phiaiDJTiZJﬂit*
2. ?ag?qxﬁiqg}u
h :
3. ba; InanIJfAutfﬁ“
b, 5ama&EmaIgJiHIéTsamaEEma;
= [ h
5. aldot jumem“asesalzevalp jei
h Tud
6. iaESIIHetstEba;Hatf

T. [Ikolzémdstz't[eafan bmjuro



10.
a4
12,
13
1k.
15.
16.
1
18.

19.

2].
22.
L
2k,
25.
26.
27.

28.

29.

3l.
32,
33.

ha*met [2a1?alf #galgzekl I hegmet [
[T2kastsetsItov yat fa
fa?qstinzsasajfkafza“ramistﬁw
dstntfeaIts-bautsoifdthuiouds
jaudsuala

AIE A A
BJTiaJtslatetupip%kaIrﬁfIt
Etsbzomebidechalafosfloashezls
hazisblgskHEJﬁIquﬁat[kTpatJa
[afT8mItskav ﬂ;ﬂ Otrual?

kev »ultofy 4al?

A lal
alseksivediseksi
eliyeI[itelI>nlavyIfe6ln
gnde [Iu3tst3b3I-"tEalkeptdn
Gnoaqiulnudr -be-a t[iyStede
a}aEQJgimd+plegsgztusmalgitj
uIt [ezIvkoasidIze
AW
IFiuel [Tuazkekhuslrzromdt

A A ) e A
amEtEbE'fItEnfa;niTHan
7
uanquEntjikmplitliJI
" " |
Jiﬂ*s;ndadahmgzﬁmuvdEvJiEIq+a;ka
alabﬂrks?*vInbEdzJumnmgﬁvaphlag
phleIotzialtEnds
laIkuiv[elzphoaeldolauelhe f
A A T A A
EfapteaasiIquﬁmcsreﬂaHszksa
sapgisuanE

EndaHEIIik7hvfstm15£zanafJnm

67



3k,
35,
36.
2 8
38.
39.
Lo.
by,
L2,
L3,
bl
4sg,
Le.
T
L8,
Lg,
50 .

51,

53.
sk,
25
56.
57.
58.
59.
60,

OmTneaf rmist » t [ea

?E?LfiuclaukstnmuEJU~=dnbiIniJumf5”
a R = | =

fﬁ*ba;sﬂﬂz
HETaEq*-ffingﬁzpuhazs'ktz
Jaztfadatha}mhinyIfkarchﬂ
oldaesti

iuzth

slodTf -kal tupedal

*

jﬁsamanstilabh
q&t1midam55t“=thJIthhaiIzn
IthivTanaIIEt
EGEEEIIZQ&JTItSBSDME?JIHtHGhEGEt
de~piestarel [Tulsfal isedbediy=-d7u
gwEEERthﬁﬂmsanﬁ%EtmtfEJJ-HESBkDPr
=~ kerIt|izoaedis
sine@Inthalsndi | ubtstagol=r karls
orlrogInEFiyel
Elda+5daasf&ﬁndagdatdatdat
cetak*ounidsel IFIkspEnsIvaaped
eaviSpvldiTnzanegtén
EnfIkBisdameskIts—samiln
ItsfIftisIksafIts
fIftisIksGﬁgemgz?axlg
Isgahialmskahazge{*wno
lmrldqaaat

lededzluszdiadafy s

fﬁ*stsamaﬂDQEHTHJ*mkIL]mEJid
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62.
63.
6L,
65.
66.
ET;
68,
£9.
0.
T1.
T2.
73.
Th .
15.
Th
7.
T8,
9.
8o.
81.
82.
83.
8k.
a5.
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113. kel iza;‘TI anicuiysveag,

114,  adYsuike~nbIrfoucet

115. a-ivnokaasarafeai

116. dtselIclfeaioetkeaisiurs

i B rsel.'bit'&aﬂk:n.ls

118, fjuy »n-atmeIbififtinkasz

119. mnpmsnga 's?mnha;EIkl*s

120. aninizelandlsd Il sma fwd

1L, p_Lo,rIHakmagnd It;.'l*ay i)
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AFPENDIX B

The following papges contain a spelling transeription of the
gsix texts described in Chapter I. The line numbers are keyed to
the corresponding lines of the phonetic transcriptions in Appendix A.

Speaker BN, Conversation--spelling transcription

we have & list of priorities right

of things to

buy in the near future

some of them I agree with and some of them I
dont you remember the size of our

place she wants to buy what she

calls a monster chair for about you know

how much I forgot exactly how

much it costs and its over at

Schottensteins its uh she calls it a monster
chair its about so you know two yards

12. wide uh

13. three yards yeah two people can fit on it

1. its mbout maybe that high off the floor and it has this
15. big square thing you know that you can nut your
16. feet on but its covered with fur

1T, 7right

18. uh its sexy very sexy

19. anyway she fell in love with the thing

20. and uh she wants to buy it and I kept on

21. arguing with her about it she wanted

22. 1 argued the place was too small which

23. of course it is

24. anyway she was quite adamant

25. about it and finally one

26. weekend she completely

27. rearranged the house and moved everything like
28. all the books are in the bedroom now of all
29. places right and uh

30. uh like we have shelves piled all the way half
31. wup to the ceilings on most of the walls

32. except this one and

33. uh well she convinced me theres enough

34. room in there for a monster chair

35. and anyway of course now there wouldnt be any room for
36. bicycles

37. Well I would if we got new bicycles

38. right for the time being weve got old

LR |
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old rusty

used

slow difficult to pedal

uh unstealable

well to me the monster chair isnt uh even isnt
even on the list

but you know shes gotten it so much inte her head that
vesterday she wistfully said Barry would you
like to go see the monster chalr she wants to go
look at it you know shes already

seen the thing twice now she wants to go look

at it again anyway

wve Just found out that that that

that the car needs & an expensive repair

they have to pull the engine out

and fix the uh gaskets or something

its fifty zix on it

fifty six thou thousand miles

its gone the Alaska highway you know

you didnt know that

yveah that that was the uh the first

summer that we were actually married

the fAlaska highway oh well its

fine except that uh

trucks coming the cother way tend to go real

fast and kick up gravel

and the gravel tends to you know lodge

itself in your windshield

or in your headlights

any anyway your car can get pretty

beat up from all the gravel

basically and of course we went through a set of tires
Im not sure exactly but you you

figure uh its four days each way

from Dawson Creek to Fairbanks

well no theyre not

paved theyre uh ni theyre

theyre gravel roads you know graded

theyre theyre well maintained

like they they they always have these maintenance
uh they have maintenance sheds you know every
fifty miles or something you know theyre always
out there youre always passing graders

and you know people working in the road

oh its fantastic Edmontons & reslly beautiful city
and the universitys really really nice

and you know the campus is really really beautiful
cleaner than here this place is incredibly clean
I came from Philadelphia

Philadelphias very dirty

yes the wind blows the wrong way you can smell it
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och there are a lot lot of uh chemicels and

0il refineries and

you know petro chemical stu uh

plants which are

you know you can see them actually from

the university area and if the wind blows the wrong way

you know it

I mean its a nice campus University of Pennsvlvania

I mean its a big city it feels like s

big city its dirty as hell

compared with here right

ch sure well theres the academy of music

which is fantastic like theres no place on earth like

the academy of musiec in Philadelphia

like we would =it in the

highest balecony

the last row back right in the middle

its the best seat in the house

well I went to sleep at nine thirty you know

so when you go to sleep that early you expect almost

half expect that scomebodys geoing to call you

isnt that so

no I didnt trip over the weekend

Helleys Island yeah we were there

uh the weekend before that

uh you go ecross on a ferry

its a little ferry that carries you know

maybe twenty cars

fewer than that meybe fifteen cars

and passengers and bicycles

and the island is really small you

eould probably walk around it in an hour

you can swim and camp there its a state park

you camp right by the beach

and the waters clear its very nice for that

funnily encugh I mean its Lake Erie

right but the waters clear

huh uh thats because the beach is on the

the Canadian side right

where in Kelleys Island

yesh there are good parts of the Lake and bad parts you know on
Kelleys

Izland theres guite a difference between the scuth side of the

island and the north side of the island the ferry arrives on the

south side and the water locks awful

actually it looks like uh

I dont know just kind of green crap

you know

its really disgusting you know

it looks like seaweed soup

or I dont know
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140. anyway the north side of the island is you know

1k1. quite different its very strange

142. ©but you know like there are parts of the lake that are nice
143. and parts of the lake that arent the way

144, it stands now of course they say that the whole

145. lake is dead guote dead

146. I dont know what that means but you know the there are
147. still fish I mean you know people fish and they

148. catch fish there

149, uh I suppose theyre smaller than the fish used to be
150. but the waters clear on the north side like wvou know if
151. you open your eyes under water and see your hand

152. 1its hard to imagine for an Qhican right

153. 1like nowhere in Ohioc cen you find that kind of water
154. yeah where you wouldnt open your eyes anyway

155. cause the chlorine would kill you

156. I once broke my neck almost

157. I thought I did

158. so did the gym teacher

159. like he panicked and sort of

160. said you know run for the nurse run for the

161. doctor, run for the ambulance

162. he was really nervous

163. I landed on my head

16L. on the trampoline I landed on my

165. head and uh I kind of

166. like my head went the wrong way

167. instead of going this way it went that way

168. I guess it was like whiplash

169. I suppose anyway I didnt need

170. anything from it it was just it was sort of

171. semi paralyzed for a few minutes

1T7T2. you know like you know for a good few minutes I couldnt move
173. you know thats why the gym teacher was so panicked
174. oh I felt really horrible but you know

175. when I came cut of it I came out of it you know Id
176. realized that I was okay

177. well what do you say

178. about three days we went to a

179. homosexual party where they were shooting heroin

180. Im absolutely serious and it was

181. really nuts

182. uh we knew this guy who uh

183. took us to this you know this

184. party and it turned out to be like that you know

185. we hung around and there were these people all spaced
186. lounging around it was really

187. kind of strange

188. so we saw them doing it in the back room

189. you know and they had a pot boiling on the kitchen stove
190. it was really pretty pretty disgusting I kind of

191. felt very bad about it
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192. anyway I have happier memories of London

193. too like it heing very cool

194, in the summertime but it was like maybe sixty
195. sixty two degrees very humid kind of

196. misty and like

197. walking along and its a you know suburban
198. London sort of

199. Yugoslavia I saw through a jun a jaundiced
200. eye as they say

201. %because I had uh hepatitis

202. when I was there

203. I started getting sick on the uh on the train
204, from Trieste to Ljublana

205, I didnt know I had jeundice until I was almost
206. through with it like I

207. had a fairly mild case they only found

208. out in uh when I got to Israel

209. you know maybe three weeks after the whole
210. thing started they uh

211. oh yeah yeah it was uh & kibbutz doctor

212, right I had seen

213. uh two

214, Yugoslav doctors an American doctor in

215. Yugoslavia and a Greek doctor in

216. Athens and it took uh’

217. this hick doctor in

218. +this Kibbutz in Israel to

219. finally diagnose it and he did it by locking at the
220. whites of my eyes he saw vellow in the whites of the eyes
221. it must have been a mild case

222. because there wasnt a day that I didnt uh get
223. up and walk around you know what I mean
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Speaker B, Reading--spelling transcription

we have a list of priorities right

of things to buy in the near future

some of them I agree with and some of them I dont
you remember the size of our place

she wants to buy what she c¢alls a monster chair
for about you know how much I forgot

exactly how much it costs and its

over at Schottensteins its she

calls it a monster chair its about so you know
10. two yards wide three yeards yeah

1l. +two people can fit on it its about

12. maybe that high off the floor and it has this big
13. square thing that you can put

14, your feet on its covered with fur right

15. its sexy very sexy

16. and anyway she fell in love with the thing

17. and she wants to buy it and I keep on

18. I I kept on arguing with her about it

19. she wanted I argued the place was too

20, small which of course it is anyway she

21. she was quite adamant about it and finally

22. one weekend she completely

23. rearranged the house and moved everything like all of the
2k, the books are in the bedroom now of all places
25. right and uh like we have

26. shelves piled all the way up to ha

27. uh all the way half up to the ceilings

28. on most of the walls except this one

29. well she convinced me theres enough room

30. in there for a monster chair asnyway of course
31. now there wouldnt be any room for bicyecles

32. well I would if we got new bicycles

33. for the time being weve got old old rusty

34. used slow difficult to pedal

35. unstealable well to me

36. me the monster chair isnt even on the list

3T. but you know shes gotten it so much into her
38. head that yesterday she wistfully said

39. Barry would you like to go see the monster

4o. chair she wants to go look at it you know shes
k1. already seen the thing twice and now she

h2. wants to go look at it again

k3. we just found out the car needs an expensive
LY, repair they have to pull the engine out

4s. and fix the gaskets or something its

L6, fifty six on it fifty six thousand

k7. miles its gone the Alaska highway

LB. you know didnt you know that

L9, yesh it was the first summer that we were actually
50. married is it hard to drive the Alaska

51. highway well it was fine except

O o=l v Fw o
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that trucks going the other way tend to go real
fast and kick up gravel

and the gravel tends to ledge itself in your
windshield or in your headlights

anywey you know your

car can get pretty beat up from all the gravel
basically and of course we went through a set of
tires Im not sure

exactly but you figure it's four

days each way from Dawson Creek to Fairbanks
well no theyre not paved theyre

gravel roads you know graded

theyre well maintained like they always have these
maintenance they have maintenance sheds you know every
fifty miles or something you know theyre

always out there youre always passing

graders you know people working on the road

oh its fantastic Edmontons a really

beautiful city and the universitys

really really nice and you know the campus is
really really beautiful

cleaner than here this place iz incredibly

clean I came from Philadelphia Philadelrhias
very dirty yes the wind blows

the wrong way you can smell it

there are a lot of chemicals and oil

refineries and you know petrc chemical

plants which are you know you can see them
actually from the university ares if the wind
blows the wrong way you know

I mean its a nice campus University of
Pennsylvania its a big ecity it

feels like a big city its dirty as hell

compared with here right

oh sure well theres the academy of

music which is fantastic theres no plece on earth
like the academy of music in Philadelphia

like we would sit in the highest balcony the last
row right in the middle is the best seat in the house
well I went to sleep at nine thirty so when you
go to sleep that early you expect almost half
expect that somebody going to call you isnt

that so Kelleys Island yeah we

were there the weekend before that

you go across on a ferry its a little ferry that
carries you know maybe twenty cars fewer than
that maybe fifteen cars and

passengers and bicycles and the island

is really small you can probably walk around it
in an hour you can swim and

camp there theres a state park you camp right by
the beach its very nice for thaet and the waters
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clear funnily encugh I mean its Lake Erie

right but the waters clear

uh huh thats cause the beach is on the

Canadian side there are good parts of the lake and
bad parts you know on Kelleys Island its quite a
difference between the south side of the island and the
north side of the island the ferry arrives on the south
side the the water looks awful

actually it looks like I dont know just like a

a kind of green crap you know its really dispusting
it looks like seaweed soup anyway the north side of
the island is you know guite different

its very strange but you know like there are parts
of the lake that are nice and parts of the lake that
arent the way it stands now of course

they say that the whole lake iz dead quote

dead I dont know what that means

you know there are still fish

I mean you know people fish and they catch fish there
I suppose theyre smaller than the fish

used to be but the waters clear on the north

side like you know you can open your eyes under
water and see your hand thats

hard to imagine for an Ohiocan right

like nowhere in Ohioc can you find that

kind of water except in a pool yeah where you
wouldnt open your eyes anyway because the

chlorined kill you

I onece broke my neck almost I thought

I did so did the gym teacher like he

ranicked and said you know run for the nurse, run for the
doctor he was really nervous

I landed on my head on the trampoline I landed

cn my head and uh I kind of like my

head went the wrong way instead of

going this way I went that way it went

that way I guess it was like whiplash

I suppose anyway I didnt need

anything from it I was Just sort of

semi paralyzed for a few minutes 1like you know

for a good few minutes I couldnt move thats why

the gym teacher was so panicked

I felt really horrible and you know when I came out
of it you know I realized I was

okay about three days

to a homosexual party where they were shooting
hercin Im abscolutely sericus and it was

nuts I knew this guy who took us

to this you know this party and it turned out to be -
that you know we hung around and there were these
people all spaced out lounging around
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155. it was really kind of strange so we saw them

156. doing it in the back room you know and they had a pot
157. boiling on the kitchen stove it was really pretty

158, disgusting I kind of felt very bad about it and

159. anyway I have a happier I have happier memories

160. of London too like being very

161. cool in the summertime but

162. it was like maybe sixty sixty two degrees

163. very humid kind of misty and kind of walking along
16Lk. in suburban London sort of Yugoslavia

165. I saw through a Jaundiced eye as they

166. say because I had hepatitis when I was there

167. I started getting sick on the train from Trieste

168. +to Ljublana I didnt know I

169. had jaundice until I was almost through with it

170. I had a fairly mild case the I only found out when
1T1. I got to Israel you know maybe three weeks

172. after the whole thing started they oh yeah it was a
173. kibbutz doctor I had seen two Yugoslav doctors

174. an American doector in Yuposlavia

17T5. and a Greek doctor in Athens

176. and it took this hick doctor in this kibtbutz in Israel
177. to finally diagnose it and he did it by

178. 1looking at the whites of my eyes he saw yellow in the
179. whites of my eyes it must have been a mild case because there
180. wasnt a day I didnt get up and walk around you know what I mean
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then of course yh its not

only him but its the

Congress that uh alsoc that

thats uh prolonging the thing

things we should be you know working on they you know say
the hell with I think they should

take the put more money in the space program

and

you know go towards space and uh

you know and than the war business

but how long as were over there lets get the
thing over with

oh its benefitted mankind already

oh

thatd be kind neet now I Jjust uh

think the

you know Just interesting to visit uh

uh you know another uh world you know

and uh Im not like many scientists I

I very strongly believe that there are there is
uh definitely life on other planets

and uh in faet uh if you read

the paper last week that the scientists have
completely taken ancother look at Mars theyve changed their
whole cutlook on the thing you know

I think once they once they get even

closer theyre going to change it even more uh
cause I very strongly believe that uh

Mars does have intelligent life on it uh

and is inhabited

oh no I just strongly believe it I Just kinda
well Ive you know read about it and

yeah yeah itd be really far out

and I think that uh theyre not telling us all
that they know about the moon you know thats the thing with
our government they keep so many things uh you know uh
you know hush hush that you know its

so ridiculous

yeah yeah you know like theyve proven you get out
of this planet here so many you know

thousand miles and you look out and

hell you cant tell this place is populated

I mean uh theres no way of telling

¥you lock at that you know and so they send

one of these capsules like to Venus and they say
well hell its uh its five hundred degrees

you know nob nothing could ever live there

what the hell you la you know if you land a
certain place in this planet here youve got uh extreme
cold or extreme heat uh

you could say well hell theres nothing there
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52. because you know you got sand or you got icebergs

53. now what the hell could live there uh I mean

54. thats so narrow minded

55. yeah hes promising a lot lot of vphoney

56. baloney that Just you know theres just no way

57T. what you know like he wants to inerease uh

58. the uh the uh good

59. will what do you call it the unemployment not the unemployment uh
60. no not the unemployment uh

6l. no not social security the

62. welfare type of thing you know people not

63. working are getting money and hell

6L. you know pretty soon the puys going to be

£5. making seven eight thousand dollars a year for sitting home on

their can

66. no really I mean you start doing something like this and hell
£7. the uh rest of the American people are Just going to

68. rebel and say the hell with it and lets all sit home

9. have a big party

70. well hell theres a lot of people thats doing it now I mean
T1l. yeah I used to do a lot of door to door selling and its

72. surprising you know the things you see

73. you get these big healthy dudes that theyre too damn lazy
T4. to work and just you know go and get their welfare

T5. check every week

76. and these uh you know little broads that

TT7T. wuh have all eight or

78. nine kids and poppa not home not married you know

79. oh hell yeah I went to this one that she pulled ocut a wad
B0. of bills that would choke a horse

Bl. well they got this thing now that uh

B2. 4if you youre you know low income you make four to

83. six thousand dollars a year or something of this nature

B4. well hell they can buy a place just as nice as T have to live in
85. and uh you know the government pays for sixty per cent of it
B6. and its non repayable vou dont have to pay it back or anything
87. so you know uh after a while

88, you kind of start adding up two and two and getting

B9. four and you say what the hell why should I you know go out

there and

90. bust my head working and these other

91. guys are Just sitting back and

92. you know Mexi thats the one thing I uh really

93. respect the Mexican people for they dont have any

9. welfare or anything of this nature everybody

95. gets out and does their fair share even grandma

96. and thats also one reason why they have such large

97. families

GB. because the young take care of the old

99, no I cant really say that so much but
100. on the average they usually have fifteen sixteen kids
101. & femily
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either they dont have any tv or any books to read or something

we went in a restaurant you know and a cat comes out

you know and he says

uno wheres wheres the rest of them at

and I says rest of what you know

vheres the other fourteen, fifteen

well they start prettiy early over there

they get the show on the road.

oh twelve eleven twelve

hey they dont mess around

yesh its a whole place is incredible

I think Robert Kennedy should be president but hes already dead

I think he was I think he would have got the show on the road

I think if uh J F K was alive we

wouldnt have Viet HNam

well yes there is but hes in the hospital right now

hes a little bit down on the on the you know Negro people

vwhich uh of course theres good and

bad in all races Im not you know down on anybody

but uh you know the thing I like about him

he doesnt beat around the bush you know he comes right out and

says what he whats on his mind

and thats what we dont have now

well thats very true its just like this you know

town here I dont like that much because

its got a lot of you know just petty things that

you know that Just kind of make you unhappy like those

Gestapc police force we have

like you know if youre in a you know traffic accident

or if you get a ticket or anything

or the officers give you a ticket you cant you know say wvou know

cant voice your opinion or anything or youre you know

hit you on the head with something

yeah if you go to court you might as well just stay home and
forget about it

cause youre found guilty regardless unless you

invest some fantastic amount of money in a crooked lawyer

but on the other hand uh even though I dont like it I cant
think of any

place else Id like to live any more so just

I was so hot uh on going out to you know L A

I said boy that a you know really fine place out there

from what I read about it and heard about it and couldnt wait
to get

no hell the smog didnt bother me at all

its just the fast pace of life you know

nobody knows anything you know whats going on out there

cause and uh it just uh

hell theyre Just going twenty four hours a day

something like New York but its more spastic out there

it a nice place to wisit but I wouldnt want to live there

yeah its you know its got & lot of irritating
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151. things about this eity but

152. uh I really dont know any place I like any better

153. I mean you cant have everything the way you want it all the
time so

154, oh its nice its got a lot of new

155. equipment its quite a challenge uh

156, theater business has went uh

157T. computer its computerized right now

158. weah its automated yeah

159. and of course the whole theory of operations has completely

160. changed we have a different lighting

161. source now we dont have carbon arcs any more

162, we have a lighting thats called xeon

163. xeon lighting

16k, three different rooms and six well two

165. machines per room

166. kind of kind of keeps you running -

167. some times we have them all start at the same time

158. you got to be quick

169. not really no weve got a

170. control box where we can start two of the auditoriums at

17l. one time then you have toc run and get the

172. you know the third one but uh

T3 ibks 15 kespe

1T4. you moving any way you look at it

175. well it was small but uh in proportion to the

176. uh size of the auditorium I dont think it was that small

177. well it was built several years ago but uh

178. just opened about two months ago

179. well yeah the guy that had it he was a little bit uh

180. yeah he was a little bit under the weather

181. no he built this building and

182, as he closed down he was a you know a multimillionnaire

183. but he didnt like to spend money

18L4. no really and as hed tear down his older theaters

185. hed take you know seats some of the

186, seats some of the better seats out of the theater you know

187. and put them in this place and like hed have

188. a blue seat and a yellow seat and a red

189, seat you know right nex next to each other

190. and the same with the carpet you know these little

191. squares of carpet here and there you know

192. he was really frulty

193. no no no they spent pretty nearly &

194. million dollars worth of sea for the sea seating in the

195. place yeah theyre new seatis

196. very elaborate seating

197. of course uh when he died uh

198. beginning of the year well the

199. attorneys to the you the attorneys for

200. +the you know the attorneys for the estate

201. +they decided to open up the thing you know
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of course its not only him but its

Congress that alsothats prolonging the thing

things we should be you know

working on they say the hell with

I think they should take the put more

meoney in the space program you and

go towards space and uh rather than

the war business but as long as

were over there lets get the thing over with

oh its benefitted mankind already

now I Just uh think you know its

interesting to visit you know ancther world you know
and Im not like many scientists

I wvery strongly believe that

there is different definitely life on other nlanets
and in fact if you read the paner last week

that the scientists have completely taken ancther lock
at Mars theyve changed their whole outloock

on the thing you know

I think once they get over I think that

once they get even closer theyre going to change it even
more because I very strongly believe

that uh Mars does have intelligent

life on it and its inhabited

I just think of you know

all Ive you know read about it

and I think that theyre not telling us

all that they know about the moon you know

thats the thing our government

they keep so many things

thats you know hush hush

thats that its ridiculous

like theyve proven you get out

of from this planet here

out s0 many thousands of miles and you lock at it
and you cant tell this place is populated

so they send one of these capsules to Venus

and they say oh its five hundred degrees

you know nothing could ever

live there

vhat the hell you land a certain place on this planet
here its got extreme

cold and extreme heat you could

say theres nothing here because you know

they got sand or you got

icebergs now what the hell could live

there thats so narrow minded

¥yeah its a promising

of yeah hes a promising lot of

phoney baloney you know
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that Jjust no way

you know like he wants to increase

uh the welfare type of thing you know

people that arent working are getting money
pretty soon those guys are going to be making
seventy thousand dollars a year for setting home
on their ecan

ne reslly I mean you start doing

something like this and the rest of the American
people are just going to rebel and say the

hell with it and lets set all all sit at home
and have a big party

there are lots of people thats doing it now
yeah I used to do a lot of door to door selling
and its surprising you know the things you see
you get these big healthy dudes that are Just
too damn lazy to work and go

and Just go and pget their welfare checks

every week and these you know

little broads that have eight or nine

kids and papa not home

not married you know I went to this

one she pulled cut a wad of bills

that would choke a horse

well they got this thing now that if youre

you know low income you make

four to six thousand dollars a year

or something of this nature you can

buy Jjust as nice & place a&s I have to live in
and uh you know that the government pays

sixty per cent of it and its nonrepaysble

you dont have to pay it

back or anything

so after ea & while

vyou know you kind of start adding two and two and
getting four you say what the hell why should

I you know

to go out there and bust my head working

and those other guys are Jjust setting back and
you know

Mexico thats one

thing I really respect the Mexican pecple for
they dont have any welfare or you know

anything of this nature everybody

gets out and does their fair share even grandma
and thats salso one of the reason they have such a
large families because the

young take care of the old not beceuse theyre
Catholies no I really cant

say that so much but on the average

they usually have fifteen sixteen

kids a family either

dont have any tv or no books to read or something
we went in a little restaurant you know and

130
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8 cat comes out and you know

and he says uno

wheres the rest of them at I says

rest of what you know the

theres the other fourt wheres the other fourteen
fifteen well they start

pretty early over there they get the show on the road
eleven twelve no really they

dont mind they dont mess around

I think Robert Kennedy should be president

but hes already dead I think he

would have got the show on the road

I think if J F K was alive we wouldnt

have Viet Nam.

Well yes there is but hes in the hospital

right now hes a little bit down

on the you know Negro peonle

which of course theres pood and bad in all races
Im not you know down on anybody

but uh you know I think

you know the thing I like gbout him

he doesnt beat arcund the bush you know

he comes right cut and says wnats on his mind and
thats what we dont have now

thats very true

thats just like this town here

I dont like that wvery much because its

got a lot of you know jJjust pretty

things that just you know kind of

make you unhappy like

those Gestapo police force we have

like you know if youre in a traffie

accident or you get & ticket or anything

or the officer gives you a ticket you cant yvou know
say you know cant voice

your cpinion or anything or they hit you

in the head with something yeah if you

go to court you might as well stay home and
forget about it because if youre found

re guilty regardless unless you

invest some fantastic amount of money in a crooked
lawyer but on the other hand

even though I dont like it

I cant think of any place else Id like

to live any more so I

Just stay here I was so

hot on going out to you know L A

I said boy thats really

a fine place out there from what T

read about it and heard about it and I couldnt
wait to get out there after I got there

I couldnt wait to get home

131



132

157. no the smog didnt bother me at all its Jjust

158. the fast pace of life you know

159. nobody knows anything you know whats going on out
160. there theyre just going twenty four hours a day
161. something like New York but its more

162. spastic out there and its got a lot of

163. irritating things about this eity but I reslly
164. dont know any place I like any hetter

165. you cant have everything the way you want it all
166, - 81l the time

167. its nice its got a lot of new eguipment

168. 4its quite a challenge the theater business has
169. went uh its computerized right now

170. weash and its automated and of course

1T1. the whole theory of operation has completely
172. changed we have a different lighting source

173. now we dont have carbon arcs any more

1TL. we have a lighting thats called xeon

175. =xeon lighting three different rooms

176. six well two machines per room

177. kinda keeps you running sometimes we

178. have them start all the t on mll the time

179. weve got a control box where we can start

180. +two of the auditoriums at one time

181. and you have to get the you know

182. get the third one it keeps you moving

183. any way you look at it

184, well its small but in proportion to the

185. size of the auditorium I dont think

186. its that small well it was built

187. several years ago but just opened

188. about two months ago

189. well veah the guy that had it was a little bit he was
190. & little bit under the weather you know he

191. built this building and it was closed down

192. he was a you know & multimillionnaire but he
193, didnt like to spend money and as

19k, he tears down the older theaters

195. hed take you know seats some of the better seats
196. out of the theater you know and put them in this
197. place and like hed have a blue geat

198, and a yellow seat and a red seat you know right
199. next to ea each other

200. and the same with the carpet you know a little square of
201. carpet here and there he was really

202. fruity you know they spent nearly a

203. million dollars worth of just for

20L4. +the seating in the place yeah theyre

205. new seats very elaborate seating

206, of course when he died uh beginning of the year
20T7. the attorneys to you know

208. the attorneys to the state they decided to

209. open up the thing you know.
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oh you usually get better

frequency response for one

thing and theyre built a little bit more
rugeged

and uh depends upon the impedence that you
want whether you want toc run it on

a long line you if you do you

want to go to a low impedence say thirty
or fifty ohms= and then you can run it un to several
10. hundred feet

1l. where if you use a high impedence

12. wusually on the cheaper

13. microphones theyre uh

14. oh either a crystal or ceramic

15. miereophone and I dont know they run

16. about a maximum of ten feet before they
1f. piek up A & hum

18. and all kind of noise and stuff like

19. that

20. cord uh has capacity

2l. see between the inner conductor

22. and the outer conductor on two

23, conductor stuff and

2L, as it goes in length it affects

25. the frequency response

26. and also uh

27. by using a low impedence you can use

28. two conductors shielded

29. which shields the line from any stray

30. pick up like hum magnetic fields

3l. or neon signs or stuff like that

32. so0 you kind of pay for it but Altec

33. theyve always made good equipment that way
34. and theyre one of the old established names
35. in the say broadeast

36. business or electronic business that way
37. we used to handle it over to

38. Magnetic Service

39. yeah I spent five and a half years there
Lo. oh I enjoyed it thats where I got

41. to know a lot of these people up here at Ohio State
L2, Preston for one I sold him a lot of

k3. parts and Marlena

b, T got to know her through

L5, when I was there at Magentic and

L6. most of the guys over in uh

7. oh TELECOM and and even here in

LB. +the Listening Center little at that

49, time did I know I was going to end up back
50. wup here just one of those things

-
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§l. Oh I did uh

52. I worked with uh

53. Ray Data Corporation up here

5k, I was there about eight eighteen nayah
£5. eight months or something like that I was in research and
56. development

57. Ray Data its changed name now

58, and we made uh

69, well we made a scinulation camera

0. for one thing I I was in R and D research and
1. development and uh we designed a

£2., secinuletion camera for the deteetion of
£3. cancer or malignancy in human organs

G, and it worked on a uh

65. you drank & drink an active

66. & radiocactive drink see

£7. it poes down through your bedy and if you have any
£8. malignaney or cell something in a

69. uh kidney or bladder or something

TO. the radicactive salts would kinda

Tl. ecling to it and then this

T2. photocell would pass

T3. the rays from this radicactive

Th., material would pass from the body out on this
T5. photocell and a uh

76. oscilloscope was hooked up

Tf. onto it and itd actuelly give you a

76. picture of how bad it was and sc forth
T9. I did uh design work on a

80. grea darn things weighed about two tons
Bl1. cause they were s we had lead in them
82. cast iron and everything under the sun
83. and then I did uh worked on the printed
B4. circuit board designs and

B5. stuff like that but before that then I
86. was with uh

87. oh Doubleyou Vee Kay Oh

88. yeah I spent about twelve years there
89. only when I had to

90. like when now you Know or

91, something like but I was engineer and
g2. transmitter engineer chief engineer

93, I went out on a lot of remote broadcasts
gk, and old Preston

95. there I know you ever have him talking
96. hes still in store

97. but uh I spent twelve years with

98. wuh Vee Kay Ch

g9. we built a new building out there on Henderson Road
100. new studios and moved everything
101. out there and put in transmitters and
102. so forth and it got to be a
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wear and tear on you after a while and nerves
and cause all the time you was on

transmitter duty you couldnt relax

I never could cause always afraid

something would happen and you know

youre just keyed up and

oh I was going to bhed when other people were getting
un and the times viee versa and

so0 I worked all night you know occasionally
and uh maybe get up

for o cleoeck morning and go to work and

well after a while she got used to it

we was on two year two day .

weeks of days and two weeks of nights

and if there was maintenance or something
special then wed work did a lot of remote
work on various churches and

used car lots and

stuff along that line in

variocus shopping centers it was rather
interesting but got so youd have to lug so much
equipment around and

lots of times on Sundays Id start out at
seven o clock in the morning and I wouldnt get back
home until n eight or nine o elock at night
only long encugh to eat dinner

after I got ocut of that I went down to
Doubleyou Em En Aye and I worked down there
for a couple of years Sundays just for
transmitter engineer and I aquit down there
last August it got to be

kind of one of those deals where it was getting
to me a 1little bit

and uh but I en enjoved it

some but uh I dont particularly interested in
going back to it

oh the electronies its getting kind of a narrow
field too any more

uh various like people working

with uh computers or its

getting to uh along a narrow path too

well T was mainly in broadcasting

and it got to be a narrow

field and when you try to get out of it

its hard kind hard to get out of it

thats why with when I went to Magnetiec uh

I with tape recorder and so forth

I was able to get out of it some

and branch out but I enjoy

working with uh oh my

hands on things and repairing things

and stuff like that one thing up here
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155. at the Listening Center is something different Just
156. about every day you know

157. and uh you dont get bored Ive got

158. & million and one things I want to do over there
159, I havent had s chance to do them and

160. Im not worried about that right now

161. theyve had some articles in on speech

162. in some of the radic magazines that Ive

163. seen where uh

16Lk. evervbodys voice is sunposed to have

165, wyou know a different uh print

166. Jjust like fingerprints

16T7. well they theyve been feeding voice

168. patterns you know onto an

169, oscilloscope and then taking pictures of them
170. for uh comparison

171. and of course you know theyre working with uh
172. oh where sound can be

173. transferred now to typewriter kewvs and

174. have the letters print out the words and

175, 1t it itz reslly coming

176. of along

177. weah thats what uh Professor Egea

178. was telling me when we were talking about
179. the Spanish and uh what was the word that he
180. wused tough I think

181. I think the word was tough

182. he says that you Just dont spell it like it
183. sounds

184, and uh I got to thinking about that and theres quite a few
185. English words that uh

186. along that line that

187. you just dont spell right

188. wou use your sound chamber here very much
189. well I1l1 bet the tapes made from in

190. herell be a lot different sounding than
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Speaker RC, Reading--spelling transcription

O o= v Fw o+

10,

23,

27.

29.
30.
31.
32.
33.
3k,
35.
36.
37.
38.
39.
Lo,
b1,
L2,
L3,
L,
hs,
L&,
LT.
L.
Lo,
50.

ch you usually get better

frequency response for one thing

and theyre built a little bit more rugged
and it depends upon the impedence that you
want whether you want to run it

on a long line if you

do want to go to a low impedence say
thirty of fifty ohms then

you can run it up to several hundred feet
where if you use & high impedence
usually on the cheaper microphones

theyre either a crystal

or a ceramic mircophone

and I dont know they run about a

maximum of ten feet before they

pick up & ¢ hum and all kinds

of noise and stuff like

that cord has capacity

see between the

inner and outer conductor on

two conductor stuff and it

goes in length it affects

the frequency response

and also by using a low

impedence you can use two conductors
shielded which shields the line

from any stray pickup like hum

magnetic fields or neon

signs or stuff like that

g0 you kinda pay for it

but ALTEC theyve always made good
equipment that way theyre one of the old
established names in the

broadecast business and

electronic business that way

we used to handle that over at Magnetic
Service uh yeah

I spent five and a half years there

I enjoyed it thats where I got

to know & lot of these people up here at Ohio
State Preston

for one I sold

him lots of parts and Marlena

I got to know her through

when I was at Mag there at

Magnetic and most of the guys

over at Telcom and even here in the Listening
Center little at that

time did I know I was going to

end up here
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51. Jjust one of those things

52. 1 worked with Ray Data Corporation
53. up there I was there

54. about eight months or

52. something like that I was in resesarch
56. and development

57. Ray Data

58. its changed name now

59. and we made well we made

60. a scinulation camera for one thing
6l. I was in R and D research

62. and develooment and we designed

63. & scinulation camera for the

6. detection of cancer or malignancy
£5. in human organs

66. and it worked on a

6T. you drink a active

68. radicactive drink see and it poes
69. down through your body and if you have any
T0. malignancy or cell

Tl. something in a kidney or bladder or
T2. something the radicactive

T3. salts would kinda ecline to it and
Th. and then this photocell would pass
75. the rays from this radiocative

T6. material would pass from the body
77. out on this photocell and an

T8. oscilloscope was hooked up on it

79, and it would actuslly give you & picture of
B0, how bad it was and so forth

81. darn things weighed about two tons
82. cause they were

83. uh we had lead in

B4. them cast iron

85. everything under the sun

86. and then I worked on printed cireuit
87. board design and stuff like

BB. that but before

89. then that

90. +then I was at Vee Kay Oh

81. yeah I spent about twelve years there
92. only when I had

93. +to like vhen now or something

94k, but I was maintenance

895. engineer and transmitter engineer
96. chief engineer I went out on

9T7. a lot of remote broadecasts and

98. we built a new building

99. out on Henderson Road

100. new studios and moved everything out
101. there and put in transmitters
102. and sc forth and
103. it got to be a wear and tear on you
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106,
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109.
110.
111
1312,
113.
11kh.
115.
116.
11T.
118.
119.
120.
121.
122,
123.
124,
125.
126,
127.
128.
129.
130.
133
132.
133.
13h.
LR
136.
137.
138.
139.
1L40.
141.
142,
1L43.
14k,
1hs,
1L6.
147.
148,
149,
150.
153 .
152.
153.
15k,
155.

after a while and the nerves and
because all the time you were on
transmitter duty you couldnt relax

I never could because I was

always afraid something would happen and
you know youre just keyed up and

uh I was going to bed

when other people were getting up and
the times and vice-versa

so I worked all night and vou know
occasionally and maybe get

up at four oeclock in the morning and go
to work

well after a while she got used

to it we was on

two weeks of days and two

weeks of nights and if there was maintenance
or something special then wed work

did a lot of remote work on various
churches and used car lots

and stuff like that

line and various shopping centers

it was rather interesting but got

to have a

lug so much

equipment around and lots of times on
Sundays Id start out at seven oclock in
the morning and I wouldnt get back
until eight or nine oclock at night
only long enough to eat dinner

after I got out of that I went down to M N I and
worked down there for a couple of years Sundays

Just for transmitter engineer

I quit down there last August

it got to be one of those deals where it was
getting to me a little bit I enjoyed

it some but Im not

particularly interested in going back to it
ch the electronics itsgetting kind of a
narrow field too any more I was

mainly interested in broadcasting and

it got to be a narrow field

and when you try to get out of it

it its hard kind of hard to get

out of it thats why

when I went to Magnetie with with tape
recorders and so forth I was

able to get out of it some and branch out
but I enjoyed working with

my hands on things and repairing

things and stuff like that

one thing up here in the Listening Center its

139
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164,
165.
166.
167.
168.
169.
1T70.
1T71.
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17k,
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178.
179.
180.
181.
182.
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188.
189.
190.
191.
192,
193.
19k,
195.
196,
197.
198.
199.
200.
201.
202,
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something different just about every day
you know and you dont get bored

Ive got a million and one things I

want to do over there and I havent had
a chance to do them and

ch Im not worried about that right now
theyve had some articles in on sneech
in some of the radio

magazines that Ive seen where
everybodys voice is supposed to have a
uh you know a different print Jjust like
fingerprints

well theyve been feeding voice patterns
you know onto an oscilloscope and then
taking picture of them for comparison
and cf course you know

theyre working uh with uh

where sound can be transferred

now to typewriter keys

and have the letters printed out

the words and its

really coming along

yeah thats what Professor Egea

was telling me when we were talking
about the Spanish and

what the word that he

used tough I think

the word was tough he says that you
Just dont spell it like it sounds

and I got to thinking about that

theres quite a few English words

that along that line that you

dont spell right

you use your sound chamber here very much
well I1l bet the tapes made from in
herell be a lot different sounding

than what you make

say you make in a regular studio

or anything like that

cause you dont have any sound bouncing
around the walls or any

extraneous noises

if youve got a good tape recorder thats nretty
quiet something like that

you might try feeding the

some of the audio from here back through
an oscilloscope you got an

oscilloscope out there havent you

oh you know what it loocks like

oh boy you can go anywhere from

about a hundred and fifty dollars up to



207.
208.
209,
210.
211,
212.

three thousand depends upon what
all you want on them and

what you want them to do
Heathkits can get a

Heathkit and get a Preston to
build it for you

1k
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Suprasegmental Aspects of Icelandiec Vowel Quality#

Sara Garnes

1. Introduction

The sources for vhonological analyses of languages are freguently
provided by data found in grammar books, hand-books, or in articles
written on particular languages. Data based on instrumental nphonetiec
analyses may not be available. While this is inevitably the case in
historical phonology, it is alsc often true of phonological analyses
of contemporary languages.

In abstract phonology phonetie facts are frequently teken for
granted, and verification of phonetic facts is largely ignored. This
is due in part to the separation of the level of abstract phonological
patterning from that of the actual physical menifestation of the
pattern in scund. Because of this separation, however, I have often
felt that even though & particular phonological sclution may be very
interesting, the reality of the final surface phonetic forms is
questionable. If the resulting surface forms are not attested in the
spoken language itself, the phonological analysis loses its credibility.

If a phonclogist attempts to take phonetic evidence into
consideration, that phonetic evidence is usually based on impressionistic
observation. However, phonetic transcriptions of a given language by
different researchers frequently conflict. The variations may be due
to different backgrounds in phonetic training and degrees of experience,
different linguistic backgrounds or differences in perception. In
researching a language cne often reads conflicting phonological analyses
which are based on divergent impressionistic phonetic observations.
The validity of these analyses is alszo questionable.

Because of these conflicts, whether attributed to the theoretical
position held by the phonologist or to the kinds of data available,
the results of phonology often become something more to be believed
in than believed. One alternative which is available is to allow
instrumental phonetic data as a scurce for phonological analyses.
These data can be more objective than impressionistic phonetics allows,
although they too are subject to interpretation. The optimal situation
appears to me to be one in which the predicted phonetie outputs of an
analysis are compared to data gained through instrumental phonetiecs.
The resulting fit or lack thereof can be considered as proof or
disproof of the phonological analysis.

2. Phonetic Evidence
2.1. Previcus Work

The various phonological analyses of the Icelandic vowel system
and parts thereof provide an excellent background for a phonetice

1kk
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investigation. The vhonological theories attemnt to aceount for the
nresent Modern Iecelandic vowel svstem. However, verv little is known
about the nhysiological or thysiecal asnects of the vowels constituting
that system. Einarsson (1927, 1931, 19549) based his instrurmental
rhonetic investirations of vowel nualitv on tracines from nalatorrams
and his studies of vowel auantity on duration measurements based on
limited corpora. Garnes (1973) vnresents formant measurements of the
moncwphthongs. HNo analysis of the dinhthones had been published until
recently.

Pétursson (1969-T0) nresents radiocinematorranhic tracines
of one token of each mononhthone. Hecentlwv, Pétursson (1972) has
exnanded his studies to inelude srnectrorrams and measurements thereof
for each of the tokens in his 1969-70 article. In addition, he
ineludes one productien of each diphthonr by the spesker in the
1969-T0 article. There is also a complete set of spectrosrams and
radiccinematoprarhic tracings with measurements for one set of the
moncvhthongs and diphthones nroduced by a second speaker. Although
the nresence of the snectroprams and tracines are a welecome addition
to the literature on Ieelandiec vowel svstems, there are serious nroblems
with his measurements,

<.2. Ixperimental Procedure

In this study I measured the formant structure of five tokens
of each of the long and short allonhones of the eirht monornhthones and
five diphthongs--a total of 130 vowel nuclei. All nuelei reecesived
primary stress and occurred either in monosyllabic words or in the
first syllable of disvllabie words. The informant was Olafur
Ingblfsscn, age 27, a native of Revkiavik, whe has made onlv short
and infrequent trins out of Iceland. Tape recordinrs were made in
a recording studio at the State Radio Station in Revkjavik. Wide-
band spectrograms were nroduced on a Voieceprint TOO spectrorranh.

I based segmentation of plosive consonants, mostaspiration, and
releases on the criteria presented by Naeser (1970). Nasals were
segmented at the onset and release of a low, broad, F, band. MNasal
releases were often accompanied by a spike release. Linuids were
segmented according to major changes in the formant structure.
Fricatives were segmented by either the onset and offset of frication
in the higher frequencies, major changes in the formant structure,
and/or the lack of voieing in the case of voiceless fricatives.

The frication in the high frequencies due to preaspiration frequentlwy
began before voicing ceased--in these instances the segmentation was
made at the last vocal fold flap.

In measuring formant values it is immortant to distinguish
between transitions and steady states. The transitions vary as a
funetion of the place and manner of articulation of neighboring
segments. The vocalic steady state is represented by bands which are
horizontal to the base line. This state frequentlv occurs mid-way
in the duration of monophthongs. For long allophones of three of the
eight monophthongs, /e/, /&/, and /o/, there was a second steady state
of & minimum of three to four pericds in duration before the final
transition. For short allophones of diphthongs, the expected second
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steady state was not realized, rether, there was a constant movement
throughout the latter portion of the vocalie nucleus. In these
instances, measurement was made well hefore the onset of the final
transition.

2.3. Vowel Quality

Table 1 lists the mean values, rounded off to the nearest five
Hz, for the first three formants for the lons and short allovhones,
which are indicated by an I.P.A. transcrintion, of the thirteen vocalic
nuclei. The thirteen vowel nhonemes are piven in traditional Iecelandic
orthoeraphy. Nuclei wvhich were dinhthongized have two wvalues for each
formant. The durations, rounded off to the nearest five ms., appear
in the column on the right.

TABLE 1
Durations (ms.) and Formants (hz.) of Short and Lons Allovhones

Phonemes T.Pof, Fq Fa F3 ms .
Mononhthonrs
i/ Ci:l 255 2200 3290 180
£il 265 21ko | 2885 i) . B0
- CI:] 350 2055 | 2915 200
______ CI] 35 1960 2 2835 105
[ Ju/ [Y:3 380 1350 1995 195
o 5% 6 RS e e 2N 0 R e 0 - ORI | B0 L0
Tel Cec:1 | 505 > 610 1880 > 1735 | 2720 » 2685 195
[el 6Lo BT e 2590 100 |
J87 Cée:] | 500 > 590 [1295 = 1220 | 2260 > 2015 250
Ll 600 1250 2290 105
[af Ca:l 815 1235 2380 225
Cal 760 1265 / 3 2370 100
IEY Coa:d 5k5 > GRLO 805 > @875 | 1935 > 2020 200
Lol 660 980 2195 95
fa/ Cu:] 280 620 — 210
Enl. 1320 T3S — 100 |
Diphthones
fei/ Cei:1 | 525 > 305 |1915 > 2175 | 2780 > 2960 185
LeId 560 > 395 |1880 > 1970 | 2475 > 2705 100
[au/ CgY:1 | Loo > 365 [1L85 > 1665 | 1980 > 2100 200
Y] 525 > 380 |1L50 > 1495 [2250 > 2385 130
fz/ Cal:]J | 800 > 30 |[1405 > 1995 | 2420 > 2850 220
Catl T75 > 685 |1k0s » 1670 | 2530 > 2570 105
IEY Caw] |[720 > Loo [1180 > 785 [2580 ———- 190
Cao) | 665 > 605 |1070 > 985 | 2395 > 2250 | 110
&/ Cov:] 505 = 370 B50 > T35 | mm==  —=== 215
[ot] 515 > 385 830 = 805 [2000 ———- 110
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Fipure 1 represents an acoustic vowel diapram of the F; and Fp values
listed in Table 1. Triangles represent long allophones; circles
represent short alleophones. Fhonemic mononhthongs sre indicated by
filled figures, phonemic diphthongs by unfilled fipures. The
directionality of formant movement is indicated by lines which terminate
in arrows at the noint of the measured formant values. A dashed rising
line indicates the directionality of formant movement for short
allophones of diphthongs which in many cases did not achieve a true
second steady state. A seolid rising line indicates long allonhones

of diphthongs and a selid falling line represents three of the phonenic
monophthones which are divhthones phonetically, having two steady states.

¥, IN HE.
3000 2000 1500 1000 800 500 200

HI

500

‘T H

700

1000

A A long allophones o® short allophones monophthongs I

Fig. 1. Acoustic vowel diagram of short and lone allophones.
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The pattern formed by the phonemic monophthongs in this study
is in general similar to that found in an scoustic analysis based on
productions by a different informant who was mlso a native of
Reykjavik (cf. Garnes 1973). The long allophones of all mono-
rhthongs are more peripheral in quality, e.g. the long allophones of
the phonemes indicated by /i/ and /i/ have lower F, values and higher
and lower F, values, respectively, than do their short allophone counter-
parts. The long and short allophones of /{i/ vary a good deal in
quality, but it is important to note that they represent an end point
in the diagram and even the relative freedom of the short allophone
does not bring it close to other phonemes. The long allophones of
the phoneme /a/ have a higher F; value than the short allophones.
Perhaps the most interesting phenomenon in the monophthongs occurs with
the three mid-low vowel phonemes: /e/, /8/, and /o/. The long
allophones of these phonemes have considerably lower Fq values than
the short allophones. The directionality of the diphthongization is
towards the quality of the short allophones in all three cases. It
appears that the initial portions of the long allophones have risen
in height and are diphthongized towards the quality of the short
allophones. The short allophones are in turn closer to the phoneme
/a/ than are their long counterparts.

Whereas the diphthongal movement found for the phonemic monoph-
thongs is lower and towards /a/, the movement in the five phonemic
diphthongs is rising and moves away from /a/. The initial portions of
the long allophones of the diphthongs share a property similar to that
found for the monophthongs--they are in general more peripheral than
the short allophones which tend to be somewhat monophthongized. Thus
the final portion of the long allophones is, not unexpectedly, more
extreme than that of the short allophones.

Viewing the vowel system as an integrated whole, it is apparent
that the initial portion of the long diphthongs is very similar in
formant structure to the long allophones of the nearest monophthong.
This relationship holds for all five diphthonges.

These observations regarding the quality of the vowels can be
grouped into three classes based on one festure--that is a feature
of movement. First, if there is no movement the long and short allo-
phones will be very similar in quality--noting the exception of /4/
above. Becond, if the direction of movement is downward--az we see
for the three mid-low phonemic monophthongs, the first steady state
of the long allophones differs considerably in quality from their
short counterparts. "In other terminology--the high and mid-high
vowels, /i/, /&/; fi/, /u/; end the lower vowel /a/, are monoph-
thongal and both allophones are similar in quality. The long allo-
phones of the mid-low vowels, fe/, /8/, and /o/, are diphthongized
according to the feature of gravity, i.e. +1low, while the phonemic
diphthongs are diphthongized according to the feature of diffuseness,
i.e. +high.

2.4, Suprasegmental Properties
As was noted above all vowels in this study receive primary
stress. Oince there is no evidence of a tonal contrast in Icelandic




149

the remaining suprasegmental feature is quantity. The mean durations
of all vowel nuclei listed in Table 1 are illustrated in Figure 2.

8] S50 100 150 200 250 ms.

h 1 codsonade 8

Monophthongs

Diphthongs

=1

<y

=1

Fig. 2. Durations (ms.) of phonemic monophthongs and diphthongs in
monosyllabic and disyllabic words.

The mean duration of short allophones of monophthongs is 100 ms.;
the mean duration of long allophones is 205 ms. For diphthongs, the
mean durations are 110 ms. and 200 ms. for the short and long
allophones, respectively. The duration of short allophones in mono-
syllabic and disyllabic words constitutes half of the duration of
long allophones. This 1:2 ratio of approximately 100 ms. to 200 ms.
is perceptually far beyond that required for the difference limen
(ef. Lehiste 1970: 10ff.). Furthermore, the 1:2, short to long ratio,
holds for the diphthongs as well as for monophthongs.

Table 2 lists the durations found for stressed vowels and post-
vocalic consonants in mono- and disyllsbic words.

TABLE 2
Durations (ms.) of Stressed Vowels and Post-Vocalic Consonants in
Monosyllabic and Disyllabic Words

{PA) Consonant = Plosive

——————

Monosyllabic Words Disyllsbiec Words

Monoph- Pre- Monoph-  Fre- ;

thong aspiration - thong aspiration --csive Total
¥ 10 125 165 koo vV 8 110 175 370
¥ 210 ~—— 155 365 ¥ 175 —— 200 375
Diph-

thong =

¥ 115 120 180 L1s T 95 105 190 390
¥ 205 - 170 375 ¥ 175 -— 195 370
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TABLE 2 (continued)

(2B) Consonant = Non-plosive
Mcnosyllabic Words Disyllabic Words

Monophthong Non-plosive Total Monophthong lon-plesive  Total

v 115 305 420 vV 90 2ko 330

T 225 200 L2s vV 200 135 335
Diphthong

¥ 105 345 450

¥ 235 240 L7s

The durations are illustrated in Figure 3.

0 50 100 150 200 250 300 350 LOO 450 500 ms.

e e s e i ) A (R N A B

(3A) Consonant = Plosive

Monosyllable vowel preaspiration plosive
S TOESCENEe . | el S Pl
e R (T VAT O SN A0 )

Fge i gyt #

v ! e ol g gty

diphthens | oo b ido g Lbd ) g g b

g iy sl

Disyllable ; e g Bt LUE] ML

monophthong Lot 3 i :
v £ g
q L] :_'I- _“d : E——
diphthong TR LA, . AR

v R ]
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o] 50 100 150 200 250 300 350 hOO LS50 S00 ms.

AR A S R e S R

(3B) Consonant = Non-plosive

Monosyllable vowel consonant

zzzxzxxzzzfzxxz

iR lzrzxzxx;zxxx
FITT T

ffzz;fszx

foget £ F & g ¥ 8 P lslg Rl
diphthong Lk f o pasd Fof S e ]
AR EEE R

={

=

=

v Lo fign T
Disyllable a
v Folik dideled 4 F 3 IJ -—-
0 T 3 A o 0 Y
v | —-
v L) ot ff

Fig. 3. Durations (ms.) of stressed vowels and post-vocalic consonants
in monosyllabic and disyllabic words.

Figure 3A shows durations of vowels and voiceless plosives. Underlying
long voiceless plosives are realized by preaspiration plus stop.l
Figure 3B shows the durations in which the post-vocalic consonant is
not a plosive, i.e., a nasal, fricative, or 1iquid.2 The duration of
short allophones consistently constitutes 50% of the duration of the
long allophones maintaining a 1:2 ratio, regardless of absolute
durations or the segmental environment or the syllable structure. Also
the syllable-like, vowel-consonant sequence is consistently of similar
duration.

3. Modern Icelandic Vowel System
In accounting for the Modern Icelandic vowel system I propose
the analysis illustrated in Figure L.

=round +round -back +back
high . 4
mid=high i \\\. u ///
au
mid-low ei e o b
low = a a

Fig. 4. Modern Icelandic vowel system.



It is based on a combination of the cbservations of guality and
quantity made above. I posit four heights. An alternative would
be to posit a tense-lax opposition between the vowels classified
here as high and mid-high. However, no durational contrasts which
would Jjustify a tense-lax opposition for these vowels is present.
These vowels appear to differ on a qualitative not a guantitative
basis. The features *round, tback are straightforward.

As noted above there are three basic properties of the nuclei--
lack of movement, and rising or falling movement. This configuration
permits an easy statement of these relationships. All phonemes in
the mid-low level are subject to movement--the three internal members,
fel, /B, and [fo/, are subject to falling movement. The three
peripheral members, /ei/, /au/, and /&/, are subject to rising move-
ment, as are the two peripheral members, /#/ and /&/, of the low
series. The remaining vowels lack movement.

Phonologists have provided terminology for describing vowel
systems in general which is helpful for understanding the nature of
the relationships found in this particular vowel system. For example,
Trubetzkoy (1971 C19581 95ff) proposes two terms with associated
properties, sonority and timbre. Sonority correlates with the degree
of aperture; timbre correlates with properties of localization. With
reference to vowel space Trubetzkoy's sonority appears to refer to
the height or vertical dimension while timbre refers to the place
of articulation or to the front-back, horizontal dimension. These
relationships are accounted for by Stampe (1972) and Miller (1973)
with the terms of sonority, equivalent to Trubetzkoy's sonority,
and color, equivalent to Trubetzkoy's timbre. In attempting to
account for the changes found in vowel systems they propose the
related processes of coloring and bleaching. Bleaching depalatalizes
and delabializes vowels while coloring palatalizes and labializes
them. Thus, the optimally palatal vowel is [il, the optimally
labialized vowel is [ul, and the optimally sonorous or bleached
vowel is [al.

The structure of the Modern Icelandic vowel system proposed
here can be described by these features. The vowels with maximal
color or sonority, /i, i, G, u, a/ are not subject to movement.

They appear to provide the anchor points for the synchronic vowel
system. Palatality is optimized in /{f/ and /i/. Labiality is
maximized in /G/. In the vowel /u/, phonetically (Y], palatality
end labiality are combined. /a/ is the most sonorous vowel in the
Modern Icelandic system. Thus the most highly bleached and colored
vowels do not diphthongize. The remaining, less colored vowels move
within the space determined by these anchor points. /e, &/ and /of
are subject to the process of bleaching, i.e. their long allophones
gain in sonority: [et, ¢e, oo) while /ei, ®, au, &/ and /&/ are
subject to the process of coloring, especially in their long allophones.
The front diphthongs /ei, 2/ and /au/ gain in palatality: [ei, aI,
$Y1, while the back diphthongs /&4/ and /6/ gain in labiality: [aU,
oUl.

4 physical account of the phonological properties of the vowels
in the Modern Icelandic system iz possible in acoustic terms. The
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notion of optimal opposition (Kim 1966, chapter T) offers an
explanation for the oppositions claimed at the phonological level.
Liljencrants and Lindblom (1972) use the principle of maximal
perceptual contrast to explain the acoustie structure of vowel
systems. They claim that the vowels with the greatest differences

in formant structure are those which are maximally different at the
perceptual level and are, therefore, those found in vowel systems.
Thus, in Modern Icelandic the vowel nuclei which are not subject

to movement are those which are in greatest perceptual contrast as
well as those maximally acoustically opposed. /i/ and /i/ have the
highest second formant value and /fi/ the lowest. /a/ has the

highest first formant value. The remaining vowels have intermediate
formant values to those found for /f, i, fi, u/ and /a/. It is in
these non-maximally opposed nuclei that movement is found. The vowels
with peripheral values fei, ®, au, &, &/ have lower first formants

in their second portions, while the value of the second formant is
higher for the front members, /ei, #, au/ and lower for the back
members, /&, &/. The three less peripheral vowels /e, 5, o/ have
higher first formant values in the second steady states of the long
allophones. The differences in the directionality of the movement of
the second steady states is prim&rﬁly one of the increase or decrease
in the value of the first formant.

L, Historiecal Development

In studying & synchronic vowel system it is often illuminating
to look at the preceding diachronic situation. For Modern Icelandic
one looks to the Proto-Germanic and Proto-Nordic vowel systems and
at the role of the suprasegmental features in these systems. Since
the rising diphthongs have been restructured to consonant-vowel
sequences in Modern Icelandic, I have not included them in this brief
survey.

The Proto-Germanic vowel system presented in the handbooks (ef.,
e.g. Krahe 1960) appears in Figure 5.

Monophthongs Diphthongs

long short

il u i u

€ 0 e eu

a ai au

Fig. 5. Proto-Germanic vowel system.
In the monophthongal system there is & long and short vowel series.
Five qualities are represented but the system is askew, since there
are different distinctions in the low and back vowels. This situation
arose when Proto-Indo-Eurcpean & and © merged to &, whereas Proto-

Indo-Eurcpean & and o merged to a. The three diphthongs are
congidered to be structurally similar to long vowels.



The next vowel system in a diachronic approach is that of Proto-
Nordie illustrated in Figure 6 (ef. e.g. Ranke 1967. Antonsen (1967)
argues for a more complex system).

Monophthongs Diphthongs

long short

=
=1
[
=

& 8 ai au

Fig. 6. Proto-Nordic Vowel system.

It is the typical five vowel system with all qualities appearing in
short and long subsystems, plus three diphthongs. & and o had arisen
filling the gaps in the earlier Proto-Germanic monophthongal system.
Again, the diphthongs are considered to have been similar in structure
to long vowels.

The vowel system of 0ld Icelandic, see Figure T, reflects the
effects of such phonological processes as i-, u-, and a-umlaut (ef.,
e.g. Benediktsson 1959, 1972, Haugen 1972).

Monophthongs Diphthongs
long long nasal short
. a [ i f : g u
é g 6 T e ¢ o el ey
¢ 1 $ ot Yerse $
a i a au

Fig. 7. 0ld Icelandic vowel system.

At the time of the First CGrammatical Treatise, about 1200 A.D., the
vowel system is represented by four subsystems: one of long vowels,
one of long nasalized vowels and one of short vowels. The fourth
sub-system consisted of three diphthongs which are "functionally
equivalent to long monophthongs" (Benediktsson 1972:163), as they had
been since the Proto-Germanic period.

The guantity system at this earliest stage of 01d Icelandic was
essentially that which it had inherited, i.e. long or short vowels
and consonants could cceur in all four possible combinations, see
Figure 8.
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Monophthong Diphthong
1) V@ ewswme wdkens {ss 'ice' gen. sg. steinn 'stone'
2) YV T  mEs mxaues menn "men'! e
3) Voo wwewmse ww is Tice’ stein 'stone'
acc. Sg.
b v o wEe dEe men 'necklace! ———

Fig. 8. Admissible sequences of short and long segments in 014
Icelandic.

Sequences resulting in three different durations existed, if it is
assumed that the durations of vowels and consonants were similar.
Since it is not the purpose of this paper to discuss Icelandie syllabi-
cation, only examples of monosyllables are given.

During the time of what has come to be knovn as the quantity
shift which is dated as occurring in the 15th and 16th centuries
(Benediktsson 1959:300), the four possible suprasegmental arrangements
were reduced to two, yielding syllables of similar length. The shift
can be interpreted as an increase in the scope of the suprasegmental
feature quantity. At the pre—quantity shift period, the scope of
quantity was the segment, whereas in the post-quantity shift period,
its scope was the syllable. The two combinations which were eliminated
were those which produced syllables of different lengths, i.e. types 1
(FC) and & (VC). These now inadmissible syllable types merged with the
two surviving syllable types--2 (VC) and 3 (VC). Consonant duration
dominated vowel duration in the resultant mergers, producing the
realignments shown in Figure 9.

2) Y C  wER waawes {ss, menn steinn
3) T oo wewswx wuw {s, men stein

Fig. 9. Admissible sequences of short and long segments after the
quantity shift.

Vowels which had been long developed short allophones before long
consonants, e.g. fss [is:] 'ice' gen. sg. Vowels which had been short
now developed long allophones in the environment before a single
consonant; e.g. men [me:nl "necklace'. What iz perhaps most cruecial

is the fact that diphthongal vowel nuclei now developed short allophones,
e.g. steinn [steidn] 'stone'. Before the quantity shift diphthongs

had been structurally similar to long vowels. After the guantity shift,
diphthongs were integrated into the total quantity system and developed
short allophones.



5. Phonological analyses

The Icelandic vowel system has been subject to analyses from
scholars representing varicus theoretical pnsitinns.3 Hreinn
Benediktsson (1959, 1972) gives a distinctive feature analysis to
the Icelandic vowel system from the time of the First Grammatical
Treatise to Modern Iecelandic. He claims that the hierarchies of the
distinctive features were different for the long, long nasal, and
short voecalic subsystems. His analysis is supported by the mergers
of different gualities of vowels within different subsystems. For
the Modern Icelandic system he introduces the feature tense-lax to
distinguish the high vowels f and i from i and u, although he mentions
the possibility of considering the distinetive difference between
these nuclei to be one of diffuseness, i.e. height, rather than tense-
ness, since there is a difference of tongue height between these vowels.
He notes that tense vowels should have longer duration than corresponding
lax ones but states, "exhaustive measurements of the quantity of vowels
in Icelandic have not been made" (Benediktsson 1959:302). Benediktsson
posits two separate types of nuclei--monophthongs and diphthongs. He
accounts for the diphthongization of 0ld Icelandic long mononhthongs,
but does not capture the tendency towards monophthongization of short
diphthongs or the diphthongization of some of the long monophthongs
in Modern Icelandic. He includes i and @i among the monophthongs, an
analysis which is supported here.

Haugen (1958) in his phonemic analysis of Modern Icelandie
proposes two sets of vowels, one consisting of a simple set of nuclei,
the six historically short vowels: i, e, a, 8, o, u—-the other a set
of complex nuclei. Included in this set of nine complex nuclei are
two nuclei which appear in restricted environments and the five falling
diphthongs, ei, ®#, au, &, 6, as well as the two high vowels, 1, 1,
analyzed by Haugen as i)/ and fuw/. The results of this study
indicate that the high vowels I, {i, are not complex nuclei but rather
have become alligned with a, a simple nucleus. Haugen does not account
for the diphthongization of long allophones of the mid-low monophthongs,
e, 8, o, in Modern Icelandic.

Anderson (1969) gives an analysis of the Icelandic vowel system
in terms of generative phonology. He posits two sets, one tense and
one lax, of five underlying qualities, i, e, a, o, u; f, é, 4, 6, 1
plus two underlying diphthongs, ai, au. Except for the difference in
the number of diphthongs and for the tense-lax rather than long-short
opposition, this system is identical to the Proto-lordic vowel system
in Figure 6. Anderson proposes to be able to account for the phonetic
level of the Modern Icelandic vowel system. However, his phonological
rules produce a phonetic realization of 1 and 4 as diphthongs: [ij3],
[uwl--productions which were not found to be extant in this study.

His rules produce a phonetic realization of these segments which are
equivalent to those Haugen posits as phonemic. Anderson dismisses
guantity as a surface phenomenon in Modern Icelandic. Thus, it is not
surprising that his rules do not provide for the diphthongization of
the long allophones of e, 6, and o. By translating the quantity
opposition of Proto-llordic into a tense-lax opposition for Modern
Icelandic, Anderson misses the "significant generalization" that
quantity still exerts considerable influence on the phonetic realization
of the Modern Icelandic vowel system.
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Steblin-Kamenskij (1960) views the vowel system of Modern
Icelandic as an integrated whole based on one feature which he
elaims cross-cuts the entire system--that of closing versus opening.
Evidence supporting his analysis is found in neutralizations which
have arisen since the 1lbth century (Benediktsson 1961:62-87). These
neutralizations oceur, e.g. in the environment before velar nasal plus
stop--the underlying monophthongs are realized phonetically as
allophones of the closest phonemic diphthongs or f and 4. In this
velar environment, underlying monophthongal a is pronounced as its
back-rounded diphthongal counterpart & [a-]. Steblin-Kamenski}
correctly observes that all diphthongs are 'closing', i.e. that the
second part of the nuclei rises in height. However, he claims that
1 and 4 are also closing. In addition he claims that all long
allophones of phonemic monophthongs are 'opening', i.e. that the
second part of the nucleus is lower in height. The results of this
study indicate that 'opening' is applicable only to the three mid-low
menophthongs, not to the low and mid-high members,

6. Conclusion

I conclude with the observation that the combination of quality
and gquantity is responsible for the present vowel system of Modern
Icelandic. Of primary importance is the role played by the quantity
shift through which syllable types emerged which required the
development of short diphthongs. Because of the change in the
suprasegmental structure, the earlier subsets of long vowels, short
vowels, and diphthongs merged into one integrated vowel system.

I hope that this paper shows that the practice of subjecting
phonological hypotheses to phonetic analysis can be used to support
or eliminate rival theories and optimally produce answers to old
questions as well as to produce new hypotheses as a basis for future
research.

Footnotes

*This work was supported in part by the Natiocnal Science
Foundation Crant GS-36252. I wish to express my appreciation to
Ilse Lehiste, who read an earlier draft of this paper, for her
suggestions, and to the personnel of the State Radio Station in
Reykjavik, Iceland, as well as to the informant.

I presented a somewhat shorter version of this paper at the
1973 summer meeting of the Linguistie Society of Amerieca in Ann Arbor,
Michigan.

l. The durations of the plosive gaps of the underlying long
voiceless plosives is similar to the durations of the plosive gaps
of the underlying short voiceless plosives. For the four pairs given
in Table 2A the differences of plosive gap durations range from 5 ms.
to 25 ms., which is below the difference limen for reference durations
of 150 ms. to 200 ms. This relationship is similar to that found in
an earlier study (Garnes 1972).
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2. Some phonemically long nasals and liguids are in fact
realized phonetieally as plosive plus nasal or ligquid, e.g. briinn
"vrown' mas. nom. sg. is transcribed phonetically as [brud-nl
(Einarsson 1949), whereas menn 'men' nom., acc. pl. of madur 'man'
is [mén:J]. BSince the purpcose of this paper is to explore vocalic
relationships, not to present data on consonant dissimilations, only
the two conscnant categories voiceless plosive and non-plosive are
used.

3. In addition to the treatments mentioned here Kemp Malone
(1923, 1952, 1953) contributed to the subject. Analyses of parts
of the Icelandic vowel system have heen pronosed recently by Henning
Andersen (1972), Patricia Miller (1973), David Stampe (1972}, and
Theo Vennemann (1972).

L. An explanation is proposed for the opposite movements of
the first formants of /e, &/ and /fo/ versus fei, 2, au, &/ and /&/
on the basis of avoidance of merger in my forthcoming dissertation.
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Interaction Between Test Word Duration
and Length of Utterance

Ilse Lehiste

The present paper is part of a general study of speech prosody
in which I have been engaged for a number of years.l The study concerns
itself primarily with durational aspects of spoken English. The
specific topic discussed below is the interaction between test word
duration and length of utterance.

It has been found that in Swedish and Dutch, the duration of a
syllable nucleus decreases as the number of syllables which remain to
be produced in the word at the beginning of the syllable concerned
inereases.2 Lindblom and Rapp, analyzing nonsense words uttered in
isolation by speakers of Swedish, found that the durations of stressed
long vowels ranged from about 350 milliseconds in monosyllables to
about 200 msec when three syllables followed. Analyzing nonsense
words spoken in isolation by Dutch informents, Nooteboom cbserved
durations of long vowels ranging from more than 200 msec in monosyllables
to about 100 msec in the first syllable of words with four syllables.
The question naturally arises whether the phenomenon is restricted to
word level, or whether the principle might apply at the level of
sentences. A further question that seems worthy of exploration is the
gquestion whether the results might conceivably be different if
semantically acceptable words are used instead of nonsense words.
Partial answers to both guestions are presented in this paper.

Four sets of test words were used in the study. Two of the sets
were similar to those used by Lindblom and Nooteboom. These lists
consisted of monosyllabic, disyllabic and trisyllabic words made up
of the syllables big and bag in one list and bick and back in the
other list. All possible stress placements were represented. The
lists contained 34 words each. The third list contained 34 English
words, selected to match the described nonsense words with regard to
syllable length and stress placement. The fourth 1ist (subdivided
into ba and 4b) contained ten words in which the unstressed syllable
be was combined with the stressed syllables big and bag in disyllabic
and trisyllabic words, and ten similar words in which the unstressed
syllable be was combined with the stressed syllables bick and back.
List four thus comprised 20 words; all four lists together contained
122 words.

These test words were placed in three frames: a short frame,

"Say ... instead", and two long frames, in which the test word appeared
either near the beginning of the utterance or near its end. The first

long frame was "Sometimes it's useful to say the word ... instead".

The second long frame was "The word ... is sometimes a useful example”.
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In the short frame and the first long frame, the test words were
followed only by the disyllabic word "instead"; the words were thus
at an equal distance from the end of the utterance. However, in
the short frame they were preceded by one syllable, and in the

long frame by nine syllables. In the second long frame, the test
words were preceded by two syllables and followed by nine syllables.

The lists of words were read by three informants in the three
given frames. Each informant produced 366 utterances, for a total
of 1098 utterances. The informants were graduate students familiar
with recording equipment and used to a laboratory environment. The
records were made in an anechoic chamber, processed through a Frgkjaer-
Jensen trans-pitch meter and intensity meter, and displayed on a
Mingograf operated at a speed of 10 centimeters per second. Measure-
ments were made from Mingograms using generally known techniques.

The duplex oscillograms produced by the experimental setup served as
the principal basis for segmentation.

Since the main concern of the present study is the interaction
between word duration and length of utterance, the duration of syllable
nuclei within the different syllables of the test words will not be
treated in this context. The basic units will be frames and word
lists. Average word durations will be reported for each list; it
should be kept in mind that words of one, two and three syllables
have been averaged together within each list, and the average word
duration for a given list is thus a somewhat abstract concept.

Tables 1, 2 and 3 present the average durations of the test
words in the four lists as & function of the length of the frame.

TABLE 1

Average durations, in milliseconds, of test words produced in three
frames by speaker S5G.

List 1|List 2 | List 3 |List 4a [ List Lb
Words |bigbag | bickback | bebig bebick

Frame 1: Sometimes
it's useful to say sh1 656 663 56T 558
the word ... instead

Frame 2: The word
... is sometimes a 551 668 701 563 528
useful example

Frame 3: Say ... 586 755 T61 607 601
instead
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Average durations, in milliseconds, of test words produced in three

frames by spesker LS

List 1 |List 2 | List 3 |List ba| List 4b
Words |bigbag | bickback | bebig bebick
Frame 1: Sometimes
it's useful to say 5Lé 575 S8k i LTo
the word ... instead
Frame 2: The word
. is sometimes = 537 565 571 LE3 Los
useful example
Frame 3: Say ... 562 658 615 534 532
instead
TABLE 3

Average durations, in milliseconds, of test words produced in three
frames by speaker FM

List 1 |List 2 | List 3 |List La| List Lb
Words bighag | bickback | bebig bebick
Frame 1: Sometimes
it's useful to say 56T 771 T70 612 596
the word ... instead
Frame 2: The word
. iz sometimes & 599 Be2 Bob 62k 61k
useful example
Frame 3: Say ... 539 8Lz 831 663 639
instead

Figure 1 summarizes the information for the three speakers.
In the tables, List 4 is separated into La (containing stressed syllables
with voiced final plosives) and 4b (containing stressed syllables with

voiceless final plosives). A representative disyllabic word is given

at the top of each column to illustrate the word types contained in

each list.

A general observation may be made concerning the data for all

three speakers:
instead". For

test words tend to be longest in the frame "Say ...
speakers SG and LS, this is the case for all lists;
for speaker FM, the test words are longest in the frame "Say ...

instead"
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in two out of four instances. In this fraeme as well as in the frame
"Sometimes it's useful to say the word ... instead", the test words
were followed by the same word, "instead". If the duration of the
words depends on the number of syllables that remain to be produced
in the utterance, test words should have the same duration in both
frames. However, with only one exception (out of 12 instances),
test words were found to be longer in the frame "Say ... instead".
It seems obvious that the number of syllables remaining to be
produced in the utterance does not fully determine the duration of
the test words.

The frame "The word ... is sometimes a useful example" places
the test words in a position in which nine syllables remain to be
produced in the utterance. If the hypothesis to be tested holds,
the test words should be shortest in this frame. This is true in one
case out of four for speaker S5G and in no instances for speaker PM,
Only speaker LS has three cases ocut of four in which the test words
are shortest in the frame in which the largest number of syllables
follow the test word.

Individual variations are leveled off when all four lists and
all three speakers are averaged together. Figure 1 shows the results
graphically. The average durations, in milliseconds, are given inside
the bars reproduced on the figure. The overall average duration of
the test words was greatest in the frame "Say ... instead", noticeably
smaller in the frame "The word ... is sometimes a useful example",
and slightly smaller still in the frame "Sometimes it's useful to
say the word ... instead". This result appears somewhat paradoxical:
if the hypothesis would hold, we would expect the words to have the
same duration when only the word "instead" follows, and we would
expect the words to be shortest in the frame in which nine syllables
follow rather than two. Clearly the results cannot be explained in
terms of the number of syllables that remain to be produced in the
utterance.

The apparent paradox can be solved by looking at the duration of
complete utterances. Tables 4, 5, and 6 present average durations
of the frame as a function of test word type and list for each of the
three speakers; Figure 2 summarizes the information for all three
gpeakers and four lists.
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TABLE L

Average durations, in milliseconds, of test words and frames in
utterances produced by speaker 5G

Duration of | Duration | Duration of | Total
Frame and list preceding | of word following | duration
part part

Frame 1: Sometimes
it's useful to say
the word ... instead

Words 1482 541 580 2603
bigbag 1470 656 509 2636
bickback 1LE0 663 506 2628
bebig 1467 56T 559 2592
bebick 1478 558 540 25%6

Overall average 1471 59T 539 2607

Frame 2: The word
« 18 sometimes a
useful example

Words 233 551 1564 2348
bigbag 2T 668 15L5 2L60
bickback 248 701 1566 2515
bebig 2hs 563 1598 2k06
bebick 2hg 528 1603 2380

Overall average 2hy 602 1575 2h21
Frame 3: Say ...
instead

Words 191 586 601 1379
bigbag 1Tk 155 567 1499
bickback 197 T61 606 156k
bebig 197 60T 648 1452
bebick 197 601 611 1409

Overall average 192 662 607 1Lk61
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TABLE 5

Average duration, in milliseconds, of test words and frames in
utterances produced by speaker LS.

Duration of | Duration | Duration of Total

) Frame and list preceding | of word following | duration
part part

Frame 1: BSometimes
it's useful to say
the word ... instesad

Words 1629 546 5Th 2750
bigbag 1576 575 549 2701
bickback 1578 584 534 2696
bebig 1566 477 558 2600
bebick 1572 L70 540 2582

Overall average 1584 531 551 2666

Frame 2: The word
. is sometimes &
useful example

Words 268 537 1588 2393
bigbag 253 565 15L0 2358
bickback 223 571 150k 2298
bebig 239 L63 1546 2248
bebick 238 496 1528 2262

Overall average 2kl 526 1541 2311
Frame 3: Say ...
instead

Words 216 562 603 1381
bigbag 204 658 601 1463
bickback 170 615 576 1361
bebig 183 53k 623 13ko
bebick 166 532 594 1292

Overall average ~188 580 599 1367
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TABLE 6

Average durations, in milliseconds, of test words and frames in
utterances produced by speaker PM

Duration of |Duration | Duration of Total
Frame and list preceding |of word following | duration
part part

Frame 1: Sometimes
it's useful to say
the word ... instead

Words 1760 56T 529 2856
bigbag 1612 771 506 2889
bickback 1619 T70 L86 2875
bebig 1638 612 L98 2748
bebick __1608 596 L78 2682

Overall average 1647 663 Lgg 2809

Frame 2: The word
.+ 18 sometimes &
useful example

Words 277 599 1647 2523
bigbag 301 862 1664 2827
bickback 298 Bo6 1666 2770
bebig 312 624 1677 2613
bebick 298 61k 167k 2586

Overall average 297 TO1 1665 2663
Frame 3: Say ...
instead

Words 181 539 549 1269
bigbag 194 82 525 1561
bickback 185 831 503 1519
bebig 175 663 skl 1382
bebick 164 639 548 1351

Overall average 180 T03 534 1L1T

For all three speakers, the duration of the whole utterance
(comprising the test word and the frame) was shortest for "Say ...
instead", followed by "The word ... is sometimes a useful example".
When the word durations are averaged over the different lists, the
duration of the words is inversely correlated with the length of the
total utterance, so that the test words appear longest in the shortest
utterance ("Say ... instead") and shortest in the longest utterance
("Sometimes it's useful to say the word ... instead"). This
observation is supported by the faect that the duration of the word
"instead" is likewise inversely correlated with the length of the
utterance: in the short utterance, the duration of "instead" is
greater by approximately S50 milliseconds, which is a difference of the
same order of magnitude as was found for the test words.
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The results of the study thus indicate that the duration of
test words depends on total duration of the utterance rather than
on the position of the test word within the utterance. A number of
other conclusions may be drawn from these results.

I have often heard the comment that test words produced in a
frame are really treated by the speakers as if they were produced
in isolation, and that the use of frame sentences to simulate real
utterances is at best a self-deception. I would have been convinced
of that if the duration of the test words would have turned out to
be completely independent of the duration of the frames in which the
test words were embedded. The way the duration of the test words
seems to interact with the duration of the frames shows clearly that
the speakers integrate the test words into the utterance at the level
at which the time program for the whole sentence is generated.

The test word lists used in this study contained both real
English words and words made up of nonsense syllables. As far as
interaction with the duration of the frames is concerned, there was
no difference in the treatment of real words and nonsense words; both
were integrated with the frame in the same weay. Thus the study has
also produced some evidence that at least for the investigation of
the durational aspects of speech, the use of frame sentences and
nonsense words may be considered Justified.

Footnotes

1. The study has been supported by the National Secience
Foundation under Grant GS-31494 #2. A preliminary version of this
paper was presented at the 86th meeting of the Acoustical Society
of America on October 30, 1973, at Los Angeles.

2., B. Lindblom and K. Rapp, "Reexamining the compensatory
adjustment of vowel duration in Swedish words." University of Essex
Occasional Papers 13 (Colchester, 1972), pp. 20L-22L.

3. 5. G. Nooteboom, Production and Perception of Vowel Duration:
A Study of Durational Properties of Vowels in Dutch. Utrecht, 1972.
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Variability in the Production of Suprasegmental Patterns

Ilse Lehiste

This paper is an exnloratory study of variability in the
production of suprasegmental patterns. It has been observed hefore
that in repeated productions of test words containing scunds whose
duration is linpuistically contrastive, native speakers are capable of
great regularity in oroducing these repetitions. 1In one such study,
Nooteboom (1972) observed regularities both in the production of
spoken utterances and in adjusting the durations of synthetice
segments to matech an internal standard. His speakers nroduced DNutch
nonsense words with long and short vowels, achieving standard
deviations ranging from 2.3 to @ msec. In adjusting the durations
of synthetic vowels to produce words with phonemically long and sheort
vowels, Hooteboom's subjects showed similar accuracy: standard
deviations ranged from 1.7 msec for short vowels and 4 msee for long
vowels (for the best subject] to 7 msec for short vowels and 9 msec
for long vowels.

In Hooteboom's studies, it was the vowel whose duration was
contrastive. In the present study, I investigated disyllabic
Estonian words in which either the duration of the first wvowel or
the duration of the intervocalie consonant was contrastive, as well
as words in which the duration of the first vowel co-varies with that
of the intervocalic consonant. The guestion is then to what extent
the fact that both the durations of the vowel and the consonant are
contrastive may influence their variability. A second guestion
introduced in this study concerns the importance of nativeness in
the extent of variability.

In an earlier study (Lehiste, Morton and Tatham, 1973) we had
investigated the production of intervocalic consonants in Estonian
words like taba- tapa - tappa by one native and one non-native speaker.
The study revealed that, as far as may be generalized from a single
speaker , native speakers produce intervocalic consonants with
syllabification patterns that differ from those by non-native speakers.
Syllabification patterns are intimately invelved in the production of
contrastive quantity in intervocalic consonants: the difference between
short and long geminates depends on the placement of the syllable
boundary. It might be expected, then, that it is relatively more
difficult for non-native speskers to produce contrasts in the
duration of intervocalic consonants than in wvowels. One might thus
expect that, first of all, the productions of non-native speakers
will show greater variability than those of native speakers, and
further, that the difference in variability will be greatest in the
production of intervocalic short and long geminates.
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The present study addresses itself to both questions. A set
of seven Estonian words constitutes the test materials. The guantity
structure of the seven words is shown in Fipure 1. The words included
in the set are listed and plossed below the figure.

Duration of | Duration of vowel B =
consonant 1 _4 2 4 3
1 kodi koodi (2) koodi (3)
2 koti gooti
3 kotti kooti

kodi - 2. sp. imperative of the verb kodima 'to roam around’
koodi (2) - gen. sg. of the (loan) word kood 'code'.

koodi (3) - part. sg. of the (loan) word kood 'code’

koti - gen. spg. of the noun kott 'sack'

kotti - part. sg. of the noun kott 'sack'

gooti - uninflected adjective, "Gothic' (loanword)

kooti - part. sg. of the noun koot '"flail'

Fig. 1. Quantity structure of seven Estonian words.

While three words included in the set are loanwords, all are commletely
integrated into the phonological system. The word gooti is pronounced
with an initial voiceless plosive.

Fhonemically, the seven words consist of the same sepmental
sounds: /k/, fof, ft/, and fi/. They differ in the guantity of the
vowel /o/ and the intervoecelie consonant ft/. In the set kodi -
koodi (2) - koodi (3), the intervocalic consonant remains in quantity
1 ishﬂrt), while the vowel /o/ changes from ouantity 1 in keodi to
quantity 2 (long) in koodi (gen.) to quantity 3 (overlong) in koodi
(part.). In the kodi-koti-kotti set, the vowel /o/ remains in
quantity 1, while the intervocalic consonant wvaries from quantity 1
in kodi to gquantity 2 in koti and quantity 3 in kotti. In the
kodi - gooti - kooti set, both the vowel fo/ and the intervocalic
consonant vary from guantity 1 in kodi to quantity 2 in gooti and
guantity 3 in keooti. As the figure shows, two combinations are not
represented; quantity 2 does not combine with quantity 3 in either
direction.

The words were produced by two speakers, one native (IL), the
other non-native (LS). LS had been a student of IL for several vears;
her pronunciation of Estonian appeared to IL (and to several other
native speakers) quite acceptable in isolated repetitions and adequate
in longer spontaneous utterances. All the systematie instruction LS
had received in Estonian had been given by IL, so from the very
beginning the pronunciation of IL had served as a model for LS. Both
speakers produced about 10-12 tokens of each word. IL read the words
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from a list, repeating each word about ten times before poing on
to the next word. The words were read in the order kodi - gooti -
kooti - koedi (2) - koodi (3) - koti - kotti. LS followed the same
procedure; she made the recording by herself, without having heard
IL's productions. The recordings were made in an anechoic chamber
at the Linguistic Research Laboratory of the Ohio State University,
using high-quality equipment.

The tapes were processed through a Frékjaer-Jensen trans-pitch
meter and intensity meter and displayed on a Mingograf overated at
a speed of 10 ecm/sec. Duration measurements were made using generally
known techniques. The duplex oscillogram produced by the experimental
setup served as the primary basis for sepmentation.

Table 1 shows average durations and standard deviations af
segments in this set of seven Estonian words, produced by the two
speakers.

TABLE 1

Average durations and standard deviations of sepments
in a set of seven Estonian words, produced by two informants
(N = 10); durations in milliseconds.

Epeaker IL

Word /o/ Tt/ fi/
Dur . SD Pur., SD Dur. 5D

kodi 167.2 10.1 83.2 5.5 228.5 19.h
koodi (2) 253.5 1k.3 iz 1 6.1 192.0 16.4
koodi (3) 330.7 T9.1 82.9 B 167.6 19.0
koti 161.3 7.6 211.5 15.8 214.2 19.2
kotti 151.8 L.s5 475.0 29.3 172.9 13.3
gooti 205.7 g e : s o 10.1 188.6 29.4
kooti 225.9 18,3 298.9 30.8 = 25.

Sneaker LS
kodi 104 .8 26.2 5D 8.3 250.8 16.6
koodi (2) 176.2 19.3 T78.8 Tk 204.9 20,2
koodi (3) 318.5 21.5 83.0 5.3 116.7 171
koti 105.8 1k,7 229.0 21.1 290.2 16.3
kotti i i W 13,7 3k2.4 k3.5 239.3 21.4
gooti 2L6.9 23.0 152.3 5.3 183.9 22.7
kooti 322.7 22.8 228.2 70.4 151.7 21.9

Table 2 gives the overall word length for the two speakers.



Average overall word length in a set of seven Estonian

TABLE 2

words produced by two informants (N = 10).

Values in milliseconds.

1T

Word Speaker TL Spesker LS

kodi L78.9 ki1.1

koodi (2) 518.7 L59.9

koodi (3) 581.2 518.2

koti 587.0 625.0

kotti 799.7 T01.8

gooti 5T2.0 583.1

kooti £97.5 T702.6 1

Figure 2 is a graphic representation of the average durations of
segments, showing at the same time the average durations of the
seven test words. A casual inspection of the figure leaves the
impression that the two speakers were producing essentially the same
patterns.

Figures 3, 4, and 5 show graphically the differences in standard
deviations between the two speakers. Figure 3 (p. 173) displays the
words in which the vowel duration was contrastive. It appears that IL
(the native speaker) had somewhat smaller varisbility in the duration
of the first vowel and occasionally greater variability in the duration
of the second wvowel; the variablility in the duration of the inter-
vocalic consonant was about equal for the two speakers, Figure L4 (p. 17L
shows again less varisbility for the native speaker in the two contrastive
segments—-the vowel of the first syllable and the intervocalic
consonant, while the duration of the second vowel shows less variability
for the non-native speaker. It is in the productions of vords from the
third set, shown on Figure 5 (p. 175), that the difference in variability
between the two speakers becomes really apparent. The native speaker
has considerably less variability in the duration of the first vowel
and the intervocalic consonant, while the non-native speaker has less
variability in the final vowel in all three words.

Both starting hypotheses appear to be confirmed: the native speaker
shows less variability in the production of phonemically contrastive
duraticons than the non-native speaker, and it is in the production
of intervocalic geminate consonants (/t/ in quantities 2 and 3) where
the difference between native and non-native variability is greatest.

The absolute values of the standard deviations vary with the length
ef the contrastive segment. For a comparison with the Dutch data, it
might be pointed out that the standard deviation for the native speaker
(IL) in the production of short vowels was between 4.5 msec in kotti
and 10.1 msec in kodi. For the long and overlong vowels, the standard
deviations were grenter, ranging from 12.2 msec in gooti to 15.1 msec
in koodi (3). A better measure of variability might be provided by
the use of a statistic called relative variance, which for this paper
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is defined as s°/m (variance divided by the mean) (Allen, 1973).
Table 3 gives the relative variance for the segments /o/, /t/ and
/i/ in the productions of the seven words by the two informants.
TABLE 3

Relative variances ( ﬁg ) of segments in a set of seven

Estonian words, produced by two informants (N = 10).
Values in msecZ/msec.

Word Speaker IL Speaker LS
fo/f /t/ Ji/ /of T J1f

kodi .605 .363 1.656 6.568 1.230 1.099
koodi (2) 811 .516 1.394 2.104 1.873 1.999
koodi (3) .688 .T32 2,164 1.450 .3kb 2.Lk9g
koti . 360 1.17k 1.716 2.027 1.9ko .911
kotti <135 1.801 1.018 1.555 5.511 1.916
gooti 721 «5TL L.570 2.1kl 8.203 2.795
kooti .788 3. ATT 3.7h2 1.606 21.71k 3.158

The variability in the duration of vowels and consonants with
different degrees of quantity appears less great when mean durations
of the segments are taken into account. However, the use of relative
variance helps bring out additional differences between the speakers.
In the productions of IL, greatest variability both in absolute and
relative terms was observed in the duration of the final vowel, which
is not independently contrastive in Estonian. In the productions of
the non-native speaker (LS), the variability in the intervocalic
geminates is particularly prominent, while variability in the productions
of the non-contrastive final vowel is in fact smaller than in productions
by the native speaker. Table L shows the differences in relative
variances of productions of segments by the two speakers.

TABLE L
g2
Relative variance ( j7~ ) differences between productions of

segments in a set of seven Estonian words produced by twe
informants (LS - IL). Values in msec2/msec.

Word [of [t] £V A
kodi 5.963 86T -.557
koodi (2) 1.293 1.35T .605
koodi (3) .T62 -.388 .335
koti 1.66T .T66 -.805
kotti 1.k20 3.710 .898
gooti 1.4k23 T.632 1,775
kooti .818 18.537 -.584
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The wvalues in the table represent the result of subtracting the
relative variances of IL's productions from those of LS. Negative
values indicate instances in which IL had greater variability than
LS. If the values presented in Table 4 can be considered indices of
nativeness, then it is indeed true that the productions of the non-
native speaker differ from those of the native spesker mainly in the
production of intervocalic geminate consonants. A further point
emerges from this table: the relatively great variability of /o/ inm
the word kodi, produced by LS. The difference in relative variances
is here noticeably greater than the difference in standard deviations.
Control of the duration of the wvowel in a short open sylleble is
evidently much more difficult to achieve for a non-native speaker
than, for example, control of an overlong vowel. This may be
attributed to the influence of English, which constitutes the sub-
stratum for LS. In English, there are no stressed open syllables
ending in a short vowel.

It should be emphasized that the two subjects do not appear to
differ in phonetic ability, which is indicated by the fact that speaker
LS produced her final vowels with considerably less variability than
IL. I believe this difference to be due to the fact that for IL, the
duration of /i/ is not an independent variable and therefore not
under the same kind of control as the durations of /o/ and /t/. For
LS8, it may well be that all three durations are subject to the same
kind of control. This may be deduced from the fact that in her
productions, the variability of all three segments is of the same
order of magnitude. The difference between the two speakers is due
to a more precise control of the durations of contrastive segments by
the native speaker.

It was hypothesized at the beginning of this paper that a
difference between native and non-native speakers might appear in
the variability with which they produce repeated utterances containing
segments whose duration is linguistically contrastive. It was
hypothesized further that for Estonian, special difficulties might
arise for non-native speakers in the production of interveocalie
geminate consonants, and that these difficulties might be reflected
in increased variability. Both hypotheses were confirmed. It is
hoped that the results of this exploratory study may be validated by
analyzing the speech of a considerably larger number of informants.
More generally, the present study might serve as a basis for future
investigation of suprasegmental forelgn accents.
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On the Writer/Rider Distinction:

A Brief Experimental Study*

Patricia Donegan Miller

A standard example of the ordering of phonological rules relates
vowel lengthening, or a related diphthong quality change, to voicing
of intervocalic t. These processes can be formulated roughly as:

(1) vowels become lengthened before voiced segments, and
(2) t, d + r intervocalically after main stress.

The relationship between these two processes was first noted
(ae far as I am aware) in an article by Martin Joos (1942), "A
phonological dilemma in Canadian English". Joos discussed two
dialects which "divide into two groups according to their pronunciation
of words like typewriter. Group A says [tBIpreId@'] while Group B
says [tgIprald3+]...Group A distinguishes writer from rider, clouting
from clouding, by the choice of diphthong alone...Group B has shifted
the articulation of all vowels alike before the new /d/ from earlier
/t/...from write to writer there is both the phonemic alternation
from /t/ to /d/, and the phonetic alternation from [eI] to [aIl" (1L3).
Halle (1962) quoted Joos' article as data and interpreted the
distinetion as a difference in rule ordering: in dialeect A, the vowel
change rule precedes the voicing of the intervocalic consonant; in
dialect B, the vowel change follows the consonant voicing rule,
Chomsky (1962) uses a similar example of ordering in which the vowel
?if{erence is one of length rather than quality. He gives the forms
90 )

decide CdIsa-yd]
decided [disa.yDidl
delight Cdllaytl
delighted [dIilayDid]

and the rules:

a + a* in the context: _ (Glide) Voiced
t, d1 + D in the context: Stressed vowel __ Unstressed
vocalic.

In Chomsky's example the rules apply in the order given. Chomsky
does not discuss the slternative merging order, since it is not the
ordering of rules whieh is at issue in this article, but rather the
nonlinear relation between the phonemic (/ayd/ vs. /ayt/) and the
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phonetic ([a-yD] vs. CayDl) levels.
The example appears again in The Sound Pattern of English,
where Chomsky and Halle (1968) cite Joos and give the rules (3L2):

Diphthong Laxing - ay + Ay / _ [-voicel
and
t-voicing - t + [+voicel / V __ V,

noting that dialects differ by the ordering of the two.
Sanford Schane also refers to this ordering difference in
Generative Phonology (1972:85-6), giving two rules "found in English":

C

Vv + [+longl / i E+vuiced]

t v
d dsbig ¥ ~—-E~stress
Schane gives write/ride, and writer/rider as his examples.

The writer/rider distinction is alsc referred to in an exchange
between Chomsky and Halle and Fred W. Householder in Journal of
Linguistiecs (1965). Here, the question of whether the distinction
is one of quality or length is mentioned. Joos had spoken only of
a quality difference (al vs. u1); other writers have regarded the
difference as one of length (a-y vs. ay). As Chomsky and Halle note
here (133, no. 3), both distinctions have been reported by Kurath
and McDavid (1961, maps 26-T). Kurath and. McDavid's distinction
between "fast" and "slow" diphthongs depends on the duration of the
initial element, but this difference may result in a quality difference.
They note that slow diphthongs predominate before voiced consonants
in most of the South and South Midland (109-10):

...Wwe Find more or less marked positional allophones before
voiceless and voiced consonants, as in twice vs. five:

Call ~ Ca-E] in West Virginia, [®F] ~ [a-t] in Virginia,
CaZl ~ [a-?, a+€] in most of South Carolina and Georgia,
and [®F ~ a-I] in coastal South Carolina and along the
coast of Georgis and Florida.

Because this particular dialect difference has been cited so
frequently in duscussions of rule ordering, & topic of general
theoretical interest, this experiment was designed to determine
whether or not speakers actually do produce and perceive a linguisti-
cally significant difference in vowel length or quality in pairs
like writer and rider, as Joos and others have claimed.

Experiment Design

The design of the experiment was as follows. Two informants
were selected: one, RW, maintained that he did not have the distinction
in gquestion--that for him, pairs like writer/rider, or latter/ladder,
were homophonous; the other, AMZ, maintained that he did produce
and hear the distinction, at least at certain rates of speech, or
in certain styles.
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Three minimal pairs were selected: writer/rider (the "classic"
example, with a diphthongal stressed vowel and merging intervocalic
consonants), latter/ladder (a pair with a non-diphthongal stressed
vowel and merging intervocalic consonants), and rapid/rabid (a
control pair, in which the consonant voicing distinetion is not
neutralized).

In order to determine if the distinction coccurred in running
speech (as opposed to minimal pairs or word-list reading), six
sentences were constructed, each using one of the six forms. The
sentences were of approximately equal length and were constructed so
that the members of each minimal pair appeared in metrically similar
environments and did not appear at the ends of the sentences. Three
dummy sentences were added to the list in first, last, and middle
position to avoid irregulerities caused by the positions of the
sentences in the list.

The informants, without being informed of the purpose of the
experiment , were asked to read the nine sentences "in an ordinary voice,
at normal speed". The sentences were recorded in an anechoic chamber,
on a Tandberg tape recorder, at 7 1/2 ips. Each informant read
the sentences twice.

The six forms to be tested (twelve tokens for each speaker--2L
in all) were then extracted from the tape and spliced into blank tape
at five-second intervals. The order of the forms was randomized for
each speaker, except that no two members of a minimal pair were
allowed to appear consecutively. This tape was then duplicated, re-
randomized for each speaker, and added to the original tape so that
two instances of each production appeared on the finished tape. Thus,
L8 forms appeared on the tape (12 tokens for each of two speakers,
each token played twice). Two dummy forms were added so that the
respondents could get started (these responses were discarded), making
50 required responses. Directions for responding were recorded at
the beginning of the tape.

An answer sheet was constructed. Directions identical to those
on the tape appeared at the top, and fifty numbered minimal pairs
followed. The respondents were instructed to mark the member of
the minimal pair that they heard for each utterance on the tape,
choosing one member of each pair for each utterance even if they had
to guess. A data sheet was attached to each answer sheet requesting
the respondent's name, native language, place of birth, home city
before starting school, and cities of elementary, Junior high, and
high schools.

There were two groups of respondents: one consisted of 48 under-
graduate students who were given the listening test under classroom
conditions, the other, 13 linguists and linguistics graduate students
vho took the test individuslly or in groups of two or three. The
two informants are included in the latter group. All participants
were native speakers of Ameriecan English.

Results and Interpretaticn
The principal results of the experiment are presented here in
the form of tables. These are attached.
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The subl)ects seemed to be able to distinguish rapid and rabid
with little difficulty (close to 90% correct answers) except for a
problem with one item, which I will discuss shortly. The percentage
of correct answers for the latter/ladder pair is close to 50%, which
suggests that the subjects could not distinguish between these two
items since a 50% correct score could as well have been achieved by
guessing. The percentage of correct identifications for the writer/
rider pair was somewhat higher--about 60%. (See Table VIII.)

Spectrograms and oscillograms were made of each of the 2h tokens
in order to determine, if possible, what cues the respondents used
in identifying the items.

Preceding-vowel length has been shown to be an important cue in
the perception of the voiced-voiceless distinetion for English
conscnants, and the identifications of rapid and rabid seem to confirm
this. The RW rapid and rabid tokens were identified with 92% accuracy.
Both rapid tokens had shorter vowels than the rabid tokens, but
voicing of the intervocalic consonant must also have been a cue,
since the longer rapid vowel was only 10 msec. shorter than that of
the shorter rabid.

The AMZ rapid tokens were identified with 95% accuracy, but the
AMZ rabids were identified correctly only 41% of the time even though
the spectrograms indicate some voicing of the b. The length of the
longer vowel of rabid, token A2, however, is only 10 msec. longer
than the 110-msec. 2's of the rapid tokens, and the length of the
shorter 2 (rabid, token Al) is shorter than either of the 2"s in the
rapid tokens. Apparently, the failure of the informant to produce &
vowel=length difference conflicted with the voicing cue and caused
the respondents' confusion about AMZ's rabids.

The small differences in vowel length and intervocalic consonant
length in the latter/ladder pair appear not to have been usable as
cues. Responses to the AMZ tokens were essentially random. HResponses
to the EW tokens show some tendency to identify the items as ladder.
There is a T2% correct score for ladder, but there is only & 31% correct
score for latter. This may be related to the considerable length of
the # vowels in all of the RW latter and ladder tokens, which,
coupled with the voicing of the interveocalie consonant, might favor
the interpretation of this consonant as d rather than t. The fact
that most of the intervocalic consonants in this group were over
20 msec. (the standard flap length) long does not seem to be
significant, since the same consonant lengths did not produce this
favoring of ladder in the tokens from AMZ, the other informant.

Vowel quality did not appear to be used as a cue in either the
rapid/rabid or the latter/ladder sets of identifications.

As noted above, the respondents did a little better at identifying
writer and rider than latter and ladder. The intervocalic consonant
lengths show no pattern interpretable as a cue. The vowel lengths
show no pattern for RW, but for AMZ they appear to be somevwhat shorter
before the underlying voiceless consonants (writer: 130 and 105
msec., vs. rider: 155 and 160 msec.). These small vowel-length
differences do not seem to be perceptually significant, however:
although AMZ produced small differences and RW did not, the percentages
of correct scores for this pair were nearly the same for both
informants (60% for RW, 61% for AMZ).l
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Since the original dialect difference noted by Joos was
reported as a vowel quality distinction-—wi wvs. ai--rather than
a length distinection in writer/rider, vowel guality was examined
as a source of the slightly higher distinguishability of writer/
rider as opposed to latter/ladder.

As chart V indicates, RW produced no consistent difference
between the diphthongs of writer and rider. Chart VI shows, however,
that the diphthongs of AMZ's writer and rider were clearly different
from each other; both the nucleus and the glide of the writer
diphthong were higher than those of the rider diphthong. (The nuclei
showed an F; difference of at least 200 Hz.) As with the length
differences, however, the respondents did not seem to use this
difference, since scores for the producticns of both informants were
nearly the same.

Since a writer/rider distinction was produced by one informant
(at least for the four tokens used in this test), one would expect
that at least this informant would be able to identify his own
productions correctly. The responses marked on Table IX, however,
show that AMZ was not able to distinguish his own productions with
better-than-average accuracy.

It is possible, of course, that the number of tokens in question--
two items, two tokens each--is too small to establish that AMZ makes
the vowel quality distinction consistently, and it is also possible
that his identification errors are due to some outside factor. But,
as the data stands, it looks as if he produces the distinction but
does not perceive it.

Most of the respondents, who apparently hear no distinction
between latter and ladder or writer and rider, were QOhicans--as was
RW, the informant who made no distinetion. For these listeners
(as for RW), the writer/rider distinction does not exist; judging
from their scores, they appear to have had to guess at the identifi-
cations.

(An interesting indication that the linguists had to guess more
often than the undergraduate is their low stability of response:

The average difference in the number of correct answers for two
identical tokens was 39% for the linguists, as opposed to only 9%
for the undergraduates. OSince the linguists took the test under
better hearing conditions, this is an unexpected result; I have no
idea why their responses were so unstable.)

It happened that one of the students, DS, was a native of
Toronto, Ontario. It was in Toronto that Joos first noted the wvowel
distinction between writer and rider (in the dialect he called Group
A). The responses of DS were examined to determine whether he was
able to recognize the distinetion that AMZ had produced. It is
probable that he did. On the test, this respondent made four errors
in identifying rapid/rabid, four in latter/ladder, and four in
writer/rider. But two of his errors on writer/rider were due to
his identification of rider, token R2, as writer, and if DS was using
vowel quality as a cue, this would be an expected error, since the
F, of the R2 rider nucleus is only 450 Hz, making this vowel nucleus
non-low and therefore identifiable as the vowel of writer. The
remaining two writer/rider errors that DS made, in 16 identifications
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for this pair, could be due to chance cor to simple mis-hearing,
gince they amount to fewer mistakes than he made for the uncon-
troversial control pair, rapid/rabid.

The two respondents who were from the San Diego, California
area (one was a linguist; one, a student) gave similar indication
that they perceived a writer/rider distinction: LS and JE each had
five writer/rider errors, but both identified the R2 rider as writer,
which leaves only three errors unaccounted for. LE made two raEidf
rabid errors; JE also made two.

Examination of the responses of individual Ohicans (and of those
of the few respondents from other areas--New York, New Jersey,
Louisiana, Arkansas, Indiana, and Iowa)] yielded no similar results
among the students, although a few of the linguists did quite well.
Apparently, most of the speakers in this sample merge latter/ladder
and writer/rider--and, one would expect, all similar pairs. This
fact, of course, does not indicate that no dialects exist which
maintain a distinction. It does show that the respondents in this
sample were speakers of dialects which have, in Chomsky and Halle's
terms, the merging order of the two rules in question, t-voicing and
lengthening (or Diphthong-Laxing).

Thus, the responses fail to support the claim that a length
distinetion remains in voiced-voiceless pairs when the consonant
distinction is neutralized, since the participants failed to
distinguish latter and ladder. And since most of the respondents
failed to perceive the distinction produced by one of the informants,
the generalized results also fail to support the claim that a quality
distinction is maintained between the diphthongal nuclei of such
pairs. Because of its limited scale, however, the experiment only
fails to support--but cannot actually falsify--such a claim, because
dialects may well exist in which the distinction is maintained.

Some evidence that Joos correctly described such a dialect, and that
other such dialects may exist, was found in the sample.

The problem posed by the failure of an informant to perceive a
distinetion which he himself produced and which was apparently large
enough to be perceptible (AMZ's failure to discriminate effectively
between his own writer and rider productions) certainly deserves
further study. Reports of other instances of this kind should be
reviewed, and further experiments might be conducted in order to
examine this problem, since the solution could shed light on such
varied topics as the relation of production to perception, the kinds
of conclusions tobe drawn from listening tests, aspects of test
design, and the nature of phonetic and phonological representations.

Footnotes

¥This paper was written for a phonetics course taught by Frof.
Ilse Lehiste in Winter Quarter 1973. I would like to thank Prof.
Lehiste for her guidance.

1. D. R. Sheldon (1973) has published the results of an
experiment involving forced-choice identification of the American
pronunciation of writer and rider. His data fail to support the
view that first-vowel durations are a primary cue for discrimination
in this pair.
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TABLE I
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Number of correct answers for each token: undergraduate students,
48 respondents.

LB responses for each instance, total of 96 for

each token.
Instance | token |rapid | rabid latter |ladder writer | rider
il L6 36 22 36 35 22
2 Rl L8 b1 8 39 3k =25
total gL TT 30 T8 £9 LT
1 ks L6 22 30 37 20
2 R2 L L6 T 3k 36 19
total 89 g2 29 (an T3 39
1 L& 32 23 22 35 23
2 Al bl 8 21 26 38 2T
total 90 Lo L Lg T3 50
i L6 25 23 22 38 10
2 A2 LT 33 28 29 38 2k
total 93 38 51 51 76 3k
TABLE II
Percentage of answers correct for each instance and token. (Same
data as Table I, in percentages)
instance | token | rapid | rabid | latter |ladder |writer | rider

1 96 75 L& TS T3 L&
2 R1 100 85 17 81 Tl 5e
total 98 8o 31 T8 T2 Lo
1 gk 96 L6 63 7T L2
2 R2 92 96 15 Tl T5 36
total 93 96 30 67 T6 39
1 96 i L8 ke T2 L8
2 Al Q2 17 Ll sk T9 56
total gl L2 L6 50 T6 52
1 96 52 L8 L6 9 21
2 A2 98 27 58 60 T9 50
total 97 Lo 53 53 T9 36
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TAELE III

Number of correct answers for each token: linguists, 13 respondents.
13 responses for each instance, total of 26 for each token.

Instance | token rapid | rabid latter | ladder writer | rider
1 13 12 2 10 10 5
2 Rl 13 12 0 12 11 10

total 26 2k 2 22 21 15
1 13 13 3 5 11 2
2 R2 s 13 1 11 é L

total 26 26 L 16 ¢y &
1 13 12 9 5 10 9
2 Al 13 o 3 6 8 11

total 26 12 12 11 18 18
i 13 6 & T 11 L
2 A2 13 6 8 8 T 9

total 26 12 1k 15 18 12

TABLE IV

Percentage of ans ers correct for each answer and token. (Same
data as Table III, in percentages)

Instance | token rapid | rabid latter | ladder writer | rider

1 100 92 15 T6 76 38

2 R1 100 92 ) 92 85 TE
total 100 92 8 N 81 ST

1 100 100 23 38 85 15

2 R2 100 100 8 85 L& 31
total 100 100 16 62 T3] 23

1 100 92 69 38 76 69

2 Al 100 (4] 23 ke 62 Bs
total 100 L6 L L2 69 TT

1 100 Lé bg sl Bs 31 ]

2 A2 100 LE 62 62 5L 69
total 100 L& 54 58 70 50




TABLE V

189

Humber of correct answers for each item or form: there were 2LL
responses to each item for each informant; L88 responses to
each item, total.

Percentage of correct answers for each item.

V, in percentages)

rapid rabid latter ladder writer | rider

RW 235 219 65 177 180 107

AMZ 235 102 121 125 185 114

total L70 321 186 302 365 221
TAELE VI

(Same data as Table

rapid rabid latter ladder writer rider
RW 96 90 27 73 Th L
AMZ 96 L2 50 51 T6 L6
total 96 66 38 62 T5 Ly
TABLE VII

Number of correct answers for each voiced=voiceless pair: there
were LBB responses to each pair for each informant; 976 responses
to each pair, total.

rapid/rabid latter/ladder writer/rider
RW Lsk 2k2 287
AMZ 337 2he 299
total T91 LBB 586
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Percentage of correct answers for each voiced-voiceless pair.

(Same data as Table VII, in percentages).

rapid/rabid latter/ladder writer/rider
RW 93 50 Lg
AMZ 69 50 61
total 81 50 60
TABLE IX

Informants' responses: Correct responses are listed here for each

token. Since two instances of each token were played, the highest
possible score is two. Percentages correct are given for each pair.
token rapid rabid latter ladder | writer rider
RW'e answers:
Kl 2 al 0 2 2 3
R2 2 2 8] 1 2 8]
% correct 88 - 38 63
Al 2 2 1 0 ik 1
AZ - 0] | 0 2 0
% correct T 25 50
AMZ's answers:
R1l 2 2 0 2 2 1
R2 2 2 ik 1 al 0
% correct 100 50 50
Al 2 2 b | 0 2 2
AZ 2 2 2 2 0 )
% correct 100 63 63




Length of stressed vowel and length of intervocalic consonant

TABLE X
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Vowel quality of stressed vowels of each token (first and second

formants, in Hz). The extreme point of the glide is included for

(in msec.) for each token.

rapid | rabid | latter | ladder | writer | rider

Rl 100 130 175 190 1ko 190
c 5 70 30 30 30 30

R2 ¥ 120 150 160 170 160 145
C 80 50 30 20 30 25

an ¥ 110 90 110 115 130 155
C 75 65 30 25 20 30

A2 ¥ 110 120 100 115 105 160
c 65 60 30 20 35 30

TABLE XI

diphthongs.

rapid |rabid | latter | ladder | writer rider

Rl F1 | 650 | 650 600 650 500- 500 | 650- 500
Fo | 1550 | 1500 | 1550 1450 |1350-1600 |1200-1T00

B2 ¥, | 65 | 7Joo| 650 650 | 600- 600 | LS0- 500
Fo | 1600 | 1500 | 1500 1400 |1200-1800 |1200-1750

Al Fp | T50 | TOO | ToO 800 | 650- 450 | 850~ 600
Fp | 1500 | 1350 | 1L0O 1400 |1000-1700 |1000-1650

A2 F, | 650 750 | T50 800 | 600- 500 | 850- 600
Fz | 1300 | 1400 | 1350 1400 |1200-1600 |1100-1550
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Bibliography IV

Direct and Indirect Discourse*
Arnold M. Zwicky

A. Introductory remarks

The relationship between direct and indirect discourse has heen
of interest to traditional grammarians, scholars of style, and
philosophers of language. Jespersen 192L:ch. 21 treats indirect
discourse as derived in some way from direet discourse: '"Either one
gives, or purports to give, the exact words of the speaker (or
writer)...Or else one adapts the words according to the circumstances
in which they are now quoted' (290). In later pages (292-9) he lists
principles for shifting direct speech to indirect.

Jespersen also distinguishes two kinds of indirect discourse,
which he calls dependent and represented speech--the former appearing
as a complement to a verb of report 3551, think, hope, wonder, ask,
want to know, ete.), the latter standing free, as in

(1) Herbert was terrified. What would happen to him?
Compare the direct

(2) Herbert was terrified. He thought, 'What will
happen to me?!

And the dependent indirect

(3) Herbert was terrified. He wondered what would
happen to him.

The type of reported speech illustrated in (1) has been the subject of
considerable study as a point of style, following Bally's 1912
discussion of st in French; see the items cited by
Jespersen 192L:29]1 and Cragg 1972:81.

Philosophers' interest in quotations and reports arises from
the issue of opacity (Quine 1960: secs. 30-32). For indirect discourse,
as in

(4) Margaret said my paternal grandfather was Swiss.

the content of certain noun phrases (here my paternal grandfather)
can be understood either as the contribution of the speaker of the
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sentence (the de re, or transparent, understanding) or as the

contribution of the subject of the sentence (the dicto, or
opague, understanding). The philosophieal problem is that only

on the transparent understanding is truth preserved for alternative
descriptions of the same obJject. Thus, despite the fact that my
paternal grandfather was Melchior Zwicky,

(5) Margaret said Melchior Zwicky was Swiss.

is equivalent to (L) only when my paternal grandfather is understood
transparently. Direct quotations, of course, are entirely opaque;

(6) Margaret said, 'Arnold's paternal grandfather is
Swiss'.
(T) Margaret said, 'Melchior Zwicky is Swiss'.

are not logically equivalent. Partee 1973:418 1lists some
philosophical discussions of these matters.

B. The transformational literature

Examples of indirect discourse are analyzed as cases of that-
complementation in a large number of studies, and there is some
treatment of sequence of tenses (as in Ross 1967:sec. 5.1.3.2.6), but
there seems to be no systematic discussion of direct and indirect
discourse in transformational terms before Sadock 1969:315-32, a
work primarily devoted to arguing for the so-called "performative
analysis' also advanced by Ross 1970. Sadock distinguishes between
Bignificant direct quotations, in which both the content and the
form of a discourse are reported, and ponsignificant direect quotationms,
which report only the phonological form. For many speakers, the
verb go occurs only with nonsignificant direct quotations:

(8) Mark went, 'Yodelo-hi-ho'.l

Sadock claims that direct guotations with say are ambiguous as to
their significance, so that

(9) Mark said, 'What a piece of work is man''

may report only the approximate phonological form of Mark's utterance,
or this form in combination with its significance, He then
associates higher 'performative' structures (hypersentences) with

main clauses and with embedded significant guotations; at some

point in their derivation, then, (5) and (7) would be represented

as
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(10) S

/\

Ii say to rnuj 5]

Margaret, said S

Melchior Zwicky, is Swiss

I; say to you =

Margaret, said S

I, say to you, S

/\

Melchior Zwicky, is Swiss

respectively. At this level of representation, neither the structure
for the nonsignificant reading of (9) nor the structure associated
with verbs like believe that do not take direct quotation objects—-

(12) Susan believes that Quaalude is dangerous.
(13) *Susan believes, 'Quaalude is dangerous.'

will have embedded hypersentences. Sadock points out in a foot-
note (363-4) that structure (10) might itself be derived from a
structure with an embedded hypersentence, but that there are a number
of arguments against deriving indirect discourse from direct
discourse in this fashion.

The difficulties of mapping direct discourse into indirect3
are exposed further in two papers originally presented at the 1969
winter meeting of the LSA, Gallagher 1970 and Lee 19T0. Lee
proposes, however, that the transformational position be saved by
claiming that sentences in indirect discourse are ambiguous, with
one reading derived from deep structure indireect discourse and the
other from deep structure direct discourse. The first treatment
is advocated for examples like

(14) John said that someone; would leave, but hey
didn't.

where the direet discourse source is unavailable--



(15) *John said, 'Someonej will leave', but he;
didn't.

while the second treatment applies in cases like

(16) Harry said that Mary was pregnant, but John
said, "No she isn't'.

where pronominalization and deletion in 'No she isn't' correspond
to the same operations in

(17) Harry said, 'Mary is pregnant', but John said,
"Mo she isn't'.

Zwicky 1971 considers the relationship between utterances
and reports of them, without proposing that indirect discourse is
derived from direct discourse. This brief article claims that
different verbs differ in which aspects of an utterance they report
and emphasizes (with McCawley 1970) that identifications and
descriptions in reports may be supplied by the reporter.

Gragg 1972 treats 'semi-indirect' discourse-—not only style
indireet libre, but alsoc the English parenthetical constructions--

(18) I'm ok, tell them.
and inverted indirect gquestions—-
(19) John asked, could he come too.

and constructions with the Amharic verb &la 'he said', which takes
direct discourse complements.

Parenthetical constructions bring to mind the mood markers
that have been described in many languages--for instance, in
Hidatsa (Matthews 1965:99-101),

The Emphatic mood indicates that the speaker knows the
sentence to be true...The Pericd mood indicates that
the speaker believes the sentence to be true...The
Quotative mood indicates that the speaker regards

what he has said to be something that everyone knows...
The Report mood indicates that the speaker was told
the information given in the sentence by someone else,
but has no other evidence of its truth value. However-
it is not necessarily a verbatim repetition...The
Indefinite and the Question moods are alike in that’
they both indicate that the speaker does not know
whether or not the sentence is true. The Indefinite
also means that the speaker thinks the listener does
not know; whereas the Question means that the speaker
thinks the listener does know.
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Note the contrast between sll standard treatments of English
{unembedded) direct discourse, which is morphologically unmarked,
and this analysis of Hidatsa, where sentence final markers
indicate the various moods. Darden 1973 similarly contrasts
reported speech in Lithuanian, which can be expressed by apparently
independent clauses with participles as their main verbs, and the
situation in Bulgarian, which has distinet perfective past forms
for reported and nonreported speech. The Lithuanian examples
are fairly obviously derived from embedded clauses, whereas there
iz some evidence against the corresponding analysis for Bulgarian
(though this evidence is not overwhelming).

English parentheticals have been treated by several
investigators--by Ross ms. 1970, who derives sentences like (18)
from sentences with embedded clauses, e.g.

(20) Tell them (that) I'm ok.
by a rule called Sentence Raising, Sentence Lifting, or Slifting;
by Emonds 1973, who follows an unpublished paper of Rardin's
in advocating a concatenated source like
{21} a&. ,H,ffsh‘ahx
: ////E\\“\
I'm OK tell them
or b. é,f’f'SMHH\\
2
1
Z UBl ban .aniesiono

I'm OK tell them Sﬂi

and by Nobel 1971, who suggests a concatenated ('adverbial')

source for some parentheticals (namely, those subject to Neg-
Raising--nonagentives, corresponding to Kimball's 1972a 'expressive'
uses of verbs) and a higher sentence source for others (those not
subject to Neg Raising--agentives, corresponding to Kimball's
'reportive' wuses of verbs). Ross and Emonds both go on to discuss
the insertion of parentheticals into the clauses with which they
are associated:

(22) Margaret was accustomed to Caribbean tours,

I said.

(23) Margaret, I said, was accustomed to Caribbean
tours.

(24) Margaret was, I said, accustomed to Caribbean
tours.

(25) Margaret was accustomed, I said, to Caribbean
tours.



203

Emonds reminds us, moreover, that direct quotations are as
easily interrupted by parentheticals as indirect quotations:

(26) 'Margaret', I said, '"is accustomed to
Caribbean tours'.

(27) 'Margaret is', I said, 'accustomed to Caribbean
tours"'.

(28) '"Margaret is accustomed', I said, '"to Caribbean
tours'.

That direct guotations can be interrupted in this way is another
indication--besides the ability, pointed out by many authors, of
various anaphoric elements to refer inside direct quotations--

that they are not totally isolated from their linguistic context.

A novel distinection between direct and indirect discourse in
embedded clauses is made by Partee 1973a,b who (expanding on a
suggestion of Davidson's) concludes that a "quoted sentence is not
syntactically or semantically a part of the sentence that contains
it" (Partee 1973 :418); she explains anaphoric reference into
direct quotations on the basis of anaphora in discourse, thus
following Dressler's 1970 exhortation to transformational grammarians
to consider grammar beyond the sentence. Partee's 1973a position
that verbs introducing indirect speech have propositions rather
than gentences as objects is consistent with the analyses of Sadock
and Lee.

Banfield 1973 lists arguments against deriving indirect discourse
from direct discourse and against deriving direct discourse from
indirect discourse (as in one version of the 'performative analysis')
In the latter case, she cites materiasl that can appear only in
direct discourse: (i) sentences to which root transformations have
applied, (ii) various expressive or emotive elements, (iii)
incomplete sentences, (iv) vocative NPs, and (v) speech in other
dialeects or languages. Her main goal, however, is to ground
an account of direct speech, indirect speech, and style indirect
libre on the distinction between reportive ﬁtyle and nonreportive
or expressive style, following Kureda 1973." Then,

Indirect speech occurs when a verb of communication

takes a sentence (S) complement as a direct object.

As in all other embedded clauses, the elements which
can occur only in the expansions of E [the category

of expressive elements, or expressionsl..., and not

in that of S, are excluded. The speech act and its

content are only reported, not reproduced. (17)

Banfield follows Partee in taking direet gquotation to be equivalent
to two independent sentences (actually, two expressions). Finally,
"the free indirect style attempts to fill a hiatus in the grammar by
allowing expressions (E) to be introduced by verbs normally marked
to take sentences as complements' (29). In all cases, the inter-
pretation of deictic elements is accounted for by general principles
that assign referents to them.
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In addition to this literature concerning the relationship
between direect and indirect discourse, there is a substantial
literature on various specific types of embedded clauses
(embedded questions and exclamations, in particular). I will
not attempt to survey this material here, although it obviously
has some bearing on the general problem. OSimilarly, I do not
consider discussions of performative vs. reportive uses of particular
verbs, a2 in

(29) I promise you I'1ll wash the dishes.
(30) I often promise you I'll wash the dishes,
but I rarely do it.

although these matters, too, relate to the general problem.
Footnotes

#This work was supported in part by the National Science
Foundation, through a grant to the Mathematical Sccial Sciences
Board for a workshop in pragmatics at the 1973 Linguistie
Institute (Univ. of Michigan). I am indebted to Olga Garnica
for spurring me into organizing this material.

1. Partee 1973b:412 makes the same observation.

2. Quang 19Tl:fn. 10 points out that the object of say
doesn't have to be a sentence, or even be in English, or even
be a speech sound. Partee 1973b:412 reports that in her speech
the object of say must be a sentence.

3. Gallagher distinguishes between the proposal that (5)
is transformationally related to something like (7) and the proposal
that transformations express in some way the fact that (5) is one
speaker's report of Margaret's saying something like Melchjor
Zwicky is Swiss. Following most of my sources, I disregard this
distinection in my survey.

L. Interestingly, Kuroda cites Russell for the distinction,
while Kimball (who uses a very similar distinction) cites
Wittgenstein.
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Bibliography V
The English Inflectional Endings*

Arncld M. Zwicky

A. Introductory remarks

English expresses the following nominal and verbsl categories
inflectionally--for nouns, nominative plural (Nom)Pl, genitive singular
(Gen(8g)), and genitive plural (GenPl); for verbs, third person
singular present (Prs), present participle (PrsP), past (Pst), and
past participle (PstP). For completely regular items, the stems show
no change and the suffixes have the following forms--

{(Wom)P1 = Gen(Sg) = GenPl = Prs: [s ~ z ~ £2] = 5
FraP: [ind
Pst = PgtP: [t ~ d ~ #d] = T.

In addition, there are various subregular and irregular formations.
For nouns, there are 'internal' Pls (like leaves), in which stem-final
continuants f 8 s are voiced, as well as zero Pls (like sheep) and
a number of entirely irregular forms (like oxen and geraphim, with
exceptional Fl suffixes; mice and feet, with internal change; and
phenomena, addenda, crises, virtuosi, formulae, and foeci, with distinet
Sg and Pl terminations). Zero-Pl nouns have only two distinct forms
(NomSg/P1 vs. GenSg/Pl, as in sheep vs. sheep's). Internal-Pl nouns
have three distinet forms, with the GenPl identical to the NomPl
but distinct from the GenSg (leaf: leaves/leaves' vs. leaf's). And
truly irregular nouns have four distinct forms (man, man's, men, men's).

For verbs, there are '"internal' Psts and PstPs, ending in alveolar
stops (several types—hit, hid, bit, burnt, crept, built, left). In
addition there are subregular formations (sank/sunk) and various
irregular formations (came/come, went/gone, fought, etc.). Internal-
Pst verbs, like regular ones, have the PstP identical to the Pst.
Most irregular verbs have three distinct forms besides the PrsP (which
is regular for all verbs).

These not very complicated facts have given rise to a number of
interconnected probleme in the description of English morphology.
How are the regular, subregular, and irregular formations to be
distinguished? In particular, how are the 'internal' formations
different from the regular ones--in having different suffixes, different
boundaries separating stem from suffix, segmentally different stems,
stems different in their morpheme features, or some combination of
these? Then, what are the underlying forms of the regular suffixes?
In particular, do the S and T suffixes have a voiceless stop, a voiced

206
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stop, or some lax vowel V plus & voiced stop (or even--though this
is not one of the forms in alternation--V plus a voiceless stop)?
Is the underlying form similar for 5 and for T, or even for S in
nouns and verbs? If there is a ¥ in any of these underlying forms,
what vowel is it--i, e, &, A, %, some vowel not fully specified?

The English facts might also bear on general problems in
morphology. There is, for instance, the guestion of whether inflectional
categories are to be treated as separate formatives or as feastures, or
perhaps sometimes as one and sometimes as the other. Then there is
the gquestion of what mechanisms should be used to describe sub-
regularities and irregularities of various types. And of whether the
selection of morpheme alternants can be accomplished by principles
that operate in a group, or whether they are interspersed among
syntactic or phonological rules. These, and other central questions
of morphological theory in generative grammar, have been treated by
only & few writers in any detail--notably., for inflection, Matthews
1972 on Latin and Bierwisch 1967 and sections of Wurzel 1970 on German;
and for derivation, Chapin 1967, 1970 on English. Among more general
works, we have Schwartz 1968:774-82, with suggestions for a derivational
mechanism; Schindler 1972, which surveys some of the problems and
literature in derivational morphology; Halle 1973, which enunciates
a program for a theory of word formation; and Hoard and Sloat 1973, a
review of the treatment of subregularities.

A recurring question in such studies is the first listed above--
whether the ordering of affixes and the selection of morpheme
alternants should be given an account by principles that refer to
formatives like Fl, Prs, Neg, Nml, etc., which are generated by
syntactic rules (phrase-structure or transformational), or whether
such principles should refer to features of major categories, features
which are segmentalized (realized as affixes) by morphological rules.
The formative approach is the only one taken in early transformational
grammar , while various wversions of the feature approach are offered by
Bierwisch, Wurzel, Matthews, and Hoard and Sloat 1973b. A further
development of the feature approach is Postal's 1966 proposal that
some clitic elements (in particular, the English definite article
EEE} are segmentalized; this position is reviewed in Stockwell,
Schachter, and Partee 1973:67-T0. For our purposes here, it is
sufficient to note that the precise form of morphological rules is by
no means settled, that different affixes or classes of affixes might
require different treatments, and that these questions are bound up
with others (among them, exceptionality, rule ordering, and lexical
redundancy rules); the relevance of the English inflectional endings
to such larger questions has not been explored in any depth.

B. The literature

The bulk of the literature focuses on selecting basic or
underlying forms for the morphemes 5 and T. Early discussions appear
to rely on two simplifying assumptions: (i) S has the same underlying
form in all of its functions, as does T; (ii) the underlying forms
for S and T are parallel. These assumptions narrow the possible
underlying forms to four sets: /s t/, /z d/,/Vs Vt/, /Vz ¥d/. Of these,
/Vs Vt/ doesn't represent one of the actually occurring forms and so
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would not be chosen as the underlying form unless the other alternatives
were found to be unsatisfactory; and choosing /s t/ would make it very
difficult to predict final voicing in forms like pens and penned,
since English permits both voiced and voiceless finals after sonorants
(ef. pence and pent). Consequently, for some time the only real
discussion concerned the choice between /z 4/ and /Vz Vd/.

The vowelless analysis for S is defended by Hockett 1958:282,
on the grounds that setting up /sz/ as the underlying form would make
it difficult to predict that [zl is the form that occurs after vowels,
since English permits both [z] and [ez] after vowels (cf. bows and
boas). That is, only with underlying /z/ would the selection of the
allomorphs be automatic ('The discovery that an alternation is
automatic, and the discovery of the base form, go hand in hand, each
implied by the other').

The vowel analysis was first defended by Bloomfield 1933:212,
eiting 'an exact parsllel in English syntax', namely the forms of
the verbal auxiliary is. Nida 1948:sec. 3.03 gives the argument in
some detail.

Each of these positions is represented in the generative literature.
The vowelless analysis is assumed without argument by some writers
(for example, Labov 1969). The vowel analysis is maintained by
Luelsdorff 1969 and Zwicky 1970a:333f., who give Bloomfield's argument
appealing to the parallel between the forms of 5 and the forms of is.

Lightner 1970 refines the discussion in several ways. First, he
exposes the difficulties with the /s/ and /Vs/ analysis for 5. Next,
he attacks the identification of auxiliary reduction with the selection
of forms of 5, citing a number of conditions on auxiliary reduction
(from King 1970, Lakoff 1970a, Zwicky 1970a, and Baker 1971) which
do not apply to S8 (in particular, auxiliary reduction is never
nbligntorr,E while the selection of forms of 5 is never optional)
and difficulties that arise from treating is and has as themselves
containing occurrences of 5, g0 that in the vowel analysis a double
deletion is required to get from /kEt#i#iz/ to [ketsl. The latter
difficulty could perhaps be avoided by treating is and has as having
@ forms of Prs (like the modals), or by having contraction apply
cyclically. The former difficulty is more serious, in the absence
of parallel cases (rules that are cbligatory for certain morphemes,
optional and hedged with nonphonological conditions for others).
Lightner's comments do not, however, decide between the vowelless
and the vowel analyses; the vowelless analysis would require a deletion
rule {auxiliarz reduction) plus an insertion rule or rules (for S
after s z 8 z ¢ J, for T after t d), while the vowel analysis would
have two deletion rules (auxiliary reduction plus deletion except in
the cases just mentioned). Neither of these solutions is necessarily
suspact on universal grounds, since a number of languages have been
claimed to have two or more somewhat similar deletion rules (see the
English examples in Zwicky 1972, for instance) and others to have
deletion and insertion rules with related effects (compare the
treatment of German e by Wurzel 1970:Part 3).3
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Lightner also claims that '"poetic forms like winged chariot
(with disyllabic winged) are of no help here because the extra vowel
of [-#d] could be derived equally well by relaxing the conditions
either of vowel-insertion or of vowel-deletion' (516). But Miner
1972:19f. points out that if such poetic forms--and disyllabic
adjectives like crooked, wretched, aged, Jagged--are taken to have
underlying /#d/, then these forms are simple exceptions to a vowel
deletion rule, vwhereas if the underlying representation is /d/, a
vowel insertion rule must be extended to apply in new environments
and these forms must be marked to undergo the extended rule.

Let us return to the differences between auxiliary reduction
and the selection of forms of S. One way around this difficulty is
suggested in Zwicky 19T0a, where it is proposed thet auxiliary reduction
is, in effect, a syntactic rule that provides the input for a later
phonological rule: 'the optional rule Auxiliary Reduction merely
makes the auxiliary eclitic to the preceding word...The deletion of the
vowel would then be accomplished by an obligatory rule also operative
in the plurals of nouns, the past tense of verbs, etec.' (333).
Auxiliary reduction would then be a word-forming operation, presumably
a readjustment rule (Chomsky and Halle 1968:9-11 and elsewhere)
which reorganizes constituent structure without adding, deleting, or
permuting elements (a 'rewiring transformation', in the terminology
of Humberstone 1972); a similar treatment is suggested for negative
contraction in Zwicky 1969:sec. T, 1970a:fn. 7. However, independent
arguments for a rewiring transformation of auxiliary reduction have
not been given, as Shibatani 1972:121 has pointed out.

Shibatani defends the vowelless analysis by reference to two
new sorts of considerations--forms from nonstandard dialects and the
effects of surface phonetic constraints. First, Shibatani cites the
cbservation of Labov 1969 and others that many Black English speakers
distinguish cnq}rncted forms from inflected nges——fish is being realized
as [fis] or [fisiz],but the Pl of fish as [fisiz] only. This argues
against the direet identification of the two rules in Black English,
although it is consistent with auxiliary reduction as a readjustment
rule. Second, Shibatani mentions a discussion by Wolfram 1970 of
final stop clusters in Black English. Wolfram notes that the final
t and k in forms like test and desk are regularly deleted, but often
remain before words beginning with wvowels or suffixes beginning with
vowels; however, the final stop is always deleted in the P1 ([tesl-
[tesiz], [desl~[desizl), which indicates that the P1 affix has no
vowel. I see no satisfying way to account for these data in the vowel
analysis, even supplemented by Fasold's 1971 proposal that the
optional nonappearance of S5 in Black English is the result of a
syntactic deletion rule while the nonappearance of T results from
phonological deletions.

These arguments from Black English do not necessarily bear on
the underlying representations for the standard dialect, of course.
We are not cbliged to posit identical underlying forms for all dialects
(see the brief discussion by St. Clair 1973), although the distribution
of forms and rules throughout the dialects should be capable of
historical explanation. In this connection, an account of the
history of Modern English S from Early Middle English es might
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illumin?te our discussion (see the remarks by Miner 1972:13f. on both
S and T).

Shibatani's reference to surface phonetic constraints (SPCs),
independent constraints representing the phonetic pattern of a
language (Shibatani 1973), permits him to revive Hockett's argument
for the vowelless analysis of s:4 if English has the phonotactic
conditions

[— son j =50n # #
(1) - aved =aved
(2) . [#*stri +stri
+cor +oor
then

the base form or phonclogicel representation of the plural
must be /z/. This is because it is the only representation
that involves processes which can be accounted for by

the phonotactic conditions...The underlying form is

derived jJust in case it comes in conflict with C(1)3.

A schwa is inserted when two sibilants come next to each
other [(2)]: No other processes are involved. (123)

The force of this argument depends on (a) the degree to which the need
for SPCs in general has been motivated, (b) the arguments that (1)
and (2) must be stated as SPCs in a phonological deseription of
English, and (¢) the implicit claim that SPCs should correspond to
positive effects of rules rather than negative conditions (restrictions)
on rules. Concerning point (¢), note that a restriction on a vowel
deletion rule would express SPC(2) just as much as the operation of
a vowel insertion rule would, although the existence of the rule as a
whole would not be motivated by (2). But we cannot expect rules as
wholes always to be motivated by SPCs; standard examples of conspiracies
(in the sense of Kisseberth 1970) involve the achievement of a target
both by the positive action of some rules and by restrictions on
others (note the discussion of the Yawelmani clustering condition by
Kisseberth 1970:299, applied to the deletion and insertion analyses
for the English inflectional endings by Miner 1972:22f.).

All the authors thus far cited appear to hold the assumptions
(1) and (ii) at the beginning of this section (that each affix has the
same underlying form in all of its functions and that the underlying
forms of the two affixes are parallel). However, some analysts,
notably Hoard and Sloat in a number of articles, reject these
hypotheses of parallelism. First, there is Sloat and Hoard 1971, which
fixes on /z/ for Pl, /s/ for Gen and Prs, and /t/ for Pst; all
underlying forms are vowelless, but they are not otherwise parallel.
The arguments Sloat and Hoard give are based on two considerations:
markedness 4 la Chomsky and Halle 1968:ch. 9 and the properties of
internal Pls and Psts. Markedness considerations would favor voiceless
underlying consonants over voiced ones. To accomodate internal Pls
and Psts, Sloat and Hoard suppose that they differ from the regular
formations only in the boundary intervening between stem and suffix
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(# for regular formations, + for the internal cases). This leads
them to select a voiced underlying form for Pl, because of lives,
baths, houses, but a voiceless underlying form for Pst, because of
built, bet, slept.”’ Delack 1971:205-8 criticizes these conclusions
on the basis of the rules involved, and then extends the discussion
by referring to the acquisition of forms by children and by questioning
the characterization of voiceless consonants as unmarked in English.

On the first point, Delack 208f.notes Berko's 1958 observation
that different functions of 5 are mastered by children at different
ages (Gen and Prs before P1), but concludes that this fact doesn't
necessarily bear on the choice of underlying forms in adult speech.
Delack doesn't discuss Berko's further observation that different
alternants are mastered at different ages ([z] and [s] before Cizl);
the implications of acquisition studies of English morphology (for
instance, the items cited by Ferguson and Slobin 1973:210f. introducing
Anisfeld and Tucker 1968) for phonological analyses have not, in fact,
been carefully examined.

On the second point, Delack 209f. uses differences in voieing
onset time in different languages to suggest that voiceless stops
might be unmarked in some languages, voiced stops in others (English,
for instance). PBut the connection between markedness, whether
universal or language-particular, and the content of underlying forms
has not been clarified.

Hoard and Sloat 1973a reassess the role of internal Psts in
deciding on underlying representations for the Pst suffix:

In Sloat & Hoard 1971, we posited /t/ as the
underlying form for the regular preterit marker; this
is suggested by the internally suffixed preterits
dealt, spelt, burnt etc. However, we failed to assess
correctly the role of such internally suffixed preterits
as sold, told, said, and heard. Both these groups of
preterits can be accounted for in a general way only by
positing an underlying /d/ for the preterit suffix, plus
a rule of devoicing. The devoicing rule can be stated
%nfnrm?lly as d + t / [+consonantal, -syllabicl +_ '#.
113f,

They continue to assign the same underlying segment to the regular
and internal Pst suffixes (and to the regular and internal Pls), so
that regular verbs (and the irregular bring, think, teach, catch,
seek, and beseech) have the suffix /#d/.

In their latest treatment of the English inflectional endings,
Sloat and Hoard 1973 maintain /d/ for Pst, but opt for /iz/ instead
of /z/ for P1 (perhaps for Gen as well; I have not seen a written
version of this paper, and various details of the analysis are not
clear to me). Their rejection of /z/ is based primarily on the nature
of the schwa insertion rules in their earlier analyses:
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(3) -son -son
g+a [/ +cor B +cor #

-dist -dist

astri astri

They hypothesize that two paired variables cannot both occur in

the environment of a rule (as is the case with the paired variables
Castril in (3)). Their new analysis also eliminates two other
peculiar features of the earlier treatments: the insertion of
schwa by (3) as part of the gtem rather than the suffix (note the
criticism in Miner 1972:25), and the assimilation rule

(4) Cavedl + [-avedl / [-aved] #

All the Hoard and Sloat analyses treat internal Fls as invelving
an intervocalic voiecing rule alsc manifested in forms like worthy,
brevity, mischievous, and (in some dialects) greasy. As Delack 1971:
206 points out, using intervocalic voicing this way with an underlying
f+z/ for internal Ples requires including z as a possible second
'"vowel', which is quite unnatural; this difficulty is aveided with
underlying /+iz/, as in Sloat and Hoard 1973. But the intervocalic
voicing analysis is not the only one that has been suggested. Lightner
1968:58-60 reviews three others: an analysis with a morphophoneme
JF/ in knife (as opposed to /f/ in chief); one in which the morpheme
knife is marked as undergeing voicing of its final spirant before the
Pl suffix, while the morpheme chief is marked as not undergoing such
a rule; and one in which knife is marked as undergoing & minor rule
(Lakoff 1970b:ch. 5) voicing final spirants before Fl. The first
analysis follows comments by Swadesh and Voegelin 1939 and Harris
1942, the second is essentially an alternative analysis offered by
Harris, and the third is Lightner's revision of this. The Sloat and
Hoard solution differs from all three of these approaches in that
their voicing rule is phonologically motivated rather than arbitrary
(their minor rule is the morphological rule that specifies a + rather
than a # boundary before Pl for certain morphemes).

The spirant volcing in internal Pls may or may not be related to
other voicing alternations in English. Chomsky and Halle 1968:213,
232f. consider both possibilities, without coming to a decision, for
pairs like choice/choose, cloth/clothe, safe/save, life/live: either
their rule devoicing z before the suffix -ive {(as in abusive, evasive)
is extended to devoice spirants in derived forms (marked [+¢]), or
their rule voicing s in an assortment of positions, largely inter-
voealic, is extended to voice spirants in the environment V__V, with
this voicing rule griggered by a final lax /e/, later elided, in
forms like clothe. In a longer discussion of the problem of derived
forms, Chambers 1971 rejects the extension of intervocalic voiecing
to the ¢-subeclass, arguing that instead there is a special voicing
rule that applies to deverbal nouns. If Chambers' analysis is
correct, the $-subclass has no bearing on the inflectional endings.

Thus far, we have seen the presentation of the vowel analysis by
Luelsdorff and Zwicky, followed by counterarguments and reanalyses
by Lightner, Shibatani, Delack, Hoard, and Sloat. In return, some
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support for the vowel analysis has been advanced recently by Guile
1972 and Miner 1972; the latter work has been responded to by Cohen
and Utschig 1973. I now review this material briefly.

Guile's defense of the vowel analysis arises from his
hypothesizing that vowel epenthesis rules always break up some 'non-
obstruent' clusters (consonant clusters containing at least one non-
obstruent consonant) and that vowel syncope rules creating consonant
clusters always create some nonobstruent clusters. He cites rules
in English (the fast speech rule also discussed in Zwicky 1972 under
the name Slur), Georgian, and 01d Norse to support the syncope
hypothesis, and concludes his article by remarking that in the case
of the English inflectional endings

a putative rule of wvowel epenthesis would have introduced
a vowel breaking up exclusively ocbstruent clusters. But
this runs counter to the independently motivated prineciple
of universal grammar which defines what a possible rule

of vowel epenthesis is. Hence, the facts of English must
be accounted for by a rule of vowel syncope. (L68).

However, the two universal hypotheses need careful validation. There
is a possible counterexample to the syncope hypothesis in Japanese
(see Ohso's 1973:13 discussion of a fast speech deletion of high
vowels in the environment [-vcdl_ {C-ved], #}--an extension of a
devoicing rule), and an epenthesis rule restricted to obstruent
clusters would not be phonetiecally implausible, though I have no
good examples.

Miner carefully reviews most of the literature and presents two
new arguments for the vowel analysis: (&) that given the Unordered
Rule Hypothesis (Koutsoudas, Sanders, and Noll 1971, and other
items cited by Miner), the underlying forms /iz/ and /id/ lead to
the simplest grammar (sec. 3), and (b) that the phonology of forms
in -e and -edness supports the choice of /id/ rather than /d/
(see, 5). With respect to (b), Miner notes that contrasts like
res{gnedly versus detérminedly indicate that the realization of -ed

before -ly or -ness) as [#d] or [d] is correlated with ultimate or
penultimate stress on the root, respectively. He then argues that
an insertion rule for Pst = /d/ and resignedly is much more complex
than a deletion rule for Pst = /id/ and determinedly. Nevertheless,
even his deletion rule is scarcely simple:

(5) #+@ / <-stress> Co +s0n —son
—-cor ¥y | +cor # <+seg> #
+dist -dist 1
astri =asgtri

Cohen and Utschig begin their discussion (sec. 2.1) of the
inflectional endings by arguing against /s/ and /t/ as the underlying
forms for S and T. They maintain first of all that the voieing
assimilation rule required in this analysis, namely
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(6) C-sonl + C+vedl / [+vedl # __ #

is implausible (a) because it claims that /s/ and /t/ voice by

virtue of the voicing of preceding sonorants, even though English

permits both voiced and voiceless obstruents after sonorants, and

(b) because it claims that /s/ and /t/ voice by virtue of the voicing

of preceding stem-final vowels, & 'specious generalization'. They

continue with a version of Lightner's argument against voiceless

underlying forms--that either the vowel in /#z/ and /id/ must be

inserted as part of the stem, or else /s/ and /t/ must be made to

assimilate in voicing to the epenthetic vowel as well as to stem-

final vowels. The first criticism, however, is not very strong,

since assimilation in voicing to any preceding sonorant (including

vowels) is not unparalleled; a classical Sanskrit (regressive)

analogue is well known: "In external combination...an initial sonant

of whatever class, even a vowel or semivowel or nasal, requires the

conversion of & final surd to sonant' (Whitney 1960:sec. 157c]).
Cohen and Utschig then give four objections to the faz/ and

/ed/ mnalysis of S and T. Three have to do with the form of the syncope

rule required by Miner, the fourth with Miner's argument based on the

Unordered Rule Hypothesis (URH). The syncope rule in gquestion (sdopted

from Sloat and Hoard 1971) is a subpart of (5):

T (+son -s0n

(7) e+ @/ -cor B +cor #
+dist -dist
1_ astri -astri

Cohen and Utschig's objections are ms follows: (a) the rule (7) is
ad hoc and implausible, a result of the fact that the contents of
the curly braces in (7) don't constitute a natural class; (b) rule
(7) doesn't collapse with another syncope rule presented by them,
namely & deletion in the final syllable of titan, metal, atom, angel,
minister (ef. titanic, metallic, atomic, angelic, ministerial); and
(c¢) the combination of alpha variables and curly brackets in (T) is
uninterpretable according to the conventions of Chomsky and Halle 1968.
The first and third objections don't take intoc acecount the fact that
the formulation of rule (7) is %r&nsparently an attempt to avoid
stating a negative environment,' as in

-80n =801
(8) @+ ® / - |+cor ¥ o +cor #
-dist -dist
astri astri
or, better,
+cor +cor

(9) o+ @/ # __[-sonl # except / |-dist #__ | -dist #
astri astri
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or even:
(10) € 2 # = (-sonl #
1 2. 3.l 5 unless 1 and L4 are +oor
+ -dist
] astri

Cohen and Utschig's second objection is not necessarily weighty,

since a language might have several distinct syncope (or epenthesis)
rules. Moreover, their syncope rule for titan et al., is not very
plausible phonetically (it deletes o between C and [(4S9B51# ); neither
is Miner's gsyncope rule, of course, but Miner's rule refers to word-
internal # and is therefore clearly a morphophonemic rather than
phonological (or 'allophonic') rule. A phonetically plausible alternative
analysis of the titan cases would be to derive the finml syllabic
resonant fEJ from a full vowel plus resonant (VRE) via vowel reduction
(eR), vowel assimilation (BR), and monophthongization (R); see the
discussion of '"pseudo-syncope' in Semiloff-Zelasko 1973.

The remaining Cohen-Utschig objection to Miner's analysis concerns
the URH. They point out (sec. 2.2) that Miner's syncope rule and an
English flapping rule should (under the URH) apply simultaneously,
to yield *(beDz] from /bet#sz/ bats. However, it is possible to
maintain, with King 1973:567f., that languages have both phonological
rules and ('low-level') etic rules and that all of the former
precede all of the latter.® If the inflectional syncope rule is =
phonological rule and flapping is a phonetic rule, then there is no
ordering problem. 5till snother way to account for the interaction
between flapping and the inflectional syncope rule would be to use
the fact that flapping is optional for many speakers, while the
inflectional syncope rule is obligetory for all speakers. Then, by
a principle of applicational precedence due to Ringen 1972, in forms
to which both rules would be applicable the obligatory rule (syncope)
applies first; after this the optional rule may apply if its conditions
are still satisfied. In the case at hand the optional rule (flapping)
would no longer be applicable, for syncope would have removed the
conditions for its application.

Cohen and Utschig then confront a potential conflict between the
URH and _the vowelless analysis of the English inflectional endings:
if /c?'c#z/ underlies churches, then both epenthesis and devoicing
ought to apply simultaneously, giving *Ccztces]. In this case they
appeal to a distinction between (phonological) epenthesis and (phonetic)
devoicing; devoicing, they claim (following Harms 1973), is not only
phonetic but also universal, hence not really a 'rule' of English at
all but rather a physiological process. Miner 1972:fn. 3 disputes
this treatment of devoicing, pointing ocut that the physiclogical
requirements would be equally satisfied by the voicing of a stem-
final voiceless obstruent or by the insertion of a vowel? as by the
devoicing of a suffixal voiced obstruent. Devoicing might nevertheless
be treated as a phonetie, rather than phonological, rule of English
(1ike flapping in the discussion above).
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This concludes the list of items concerned with selecting an
underlying form for some or all of the inflectional endings in
English. None of the writers surveyed here gives an argument for
a particular vowel in the endings, though the vowels favored by
supporters of the /Vz/ and /Vd/ analyses are i (Lightner 1970,
Sloat and Hoard 1973b) and i (Luelsdorff, Lightner 1968, Miner).
Supporters of the /z/ and /d/ analyses write epenthesis rules that
insert 'neutral' vowels, & or a.

One remaining problem area is the GenPl. As it is put in Dr.
Latham's English Language (cited by Bombaugh 1961:256), 'In the
plural number, however, [the genitivel] is rare; so rare, indeed, that
whenever the plural ends in 5_(&3 it always does) there is no
genitive'. Kruisinga 1932:sec. 829 echoes this conclusion:

The genitive suffix is never added to nouns with a plural
guffix, no matter whether this is final or not. Thus the
plurals fathers, fathers-in-law, and such groups as the
queens of England never take a genitive suffix, although
the groups father-in-law or gqueen of England do...We can
state this in another way: English has no genitive plural.
The explanation of the apparent exceptions men's, women's,
children's has already been given...It may be added here
that the plurals lice, mice, and geese, though formally
isolated from the noun-stems, do not teke a genitive suffix
either.

That is, regular nouns have the CenFl identical toc the El (although
Delack 1971:fn. T reports forcing items like Joneses' [ jéwnzazazl

from informants), a fact that could be given a generative account in
several ways--for instance, by a rule simplifying the sequence of
morphemes S + 5, by a rule simplifying the clusters sz, zz, sz, etc.

(see footnote 9), or by a condition preventing segmentalization of

the Gen suffix in regular Pl forms (recall the discussion in section

A above). Kruisinga, however, maintains that Gen and Pl don't occur
together even in irregular forms; of the umlaut plurals men, geese,
teeth, feet, lice, mice, and women, he says, 'These plurals with
vowel-change must be looked upon as suppletive, rather than inflecticnal,
forms. All of them that denote persons: men, women, and children,

are so completely isoclated from the corresponding singular that they

can take a sibilantic suffix to serve as a genitive: men's, women's,
children's' (see. T6l). I do not understand this claim. Moreover,

as pointed out in Zwicky 1969:419, there are other acceptable

irregular GenPls: oxen's, addenda's, both sheep's, seraphim's, ete.
Apparently all zero-FPl and those irregular-Fl nouns with Pls ending in
sonorants have GenPl forms, while the few irregular Pls ending in
nbstguenta (feet, teeth, mice, geese, lice) do not (*feet's, *teeth's,
Etcc -

Kruisinga's account also rules out phrases like *the queens of

England's because these would be cases of a Gen suffix added to nouns
with a (nonfinal) Pl suffix. However, the occcurrence or nonoccurrence
of the Pl suffix is irrelevant, as can be seen from cases with umlaut
or zero Pls: The man I mentioned's golf score is usually quite low
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vs. *The men I mentioned's golf scores are usually quite low, Any
sheep from Calgary's wool is beautiful, *All sheep from Calgary's
wool is beautiful. Apparently, the GenPl is unacceptable whenever
the NP in question doesn't end in its head N, as in the examples
already cited and in A passer-by's arms were hurt in the accident
vs. "l'wo passers-by's arms were hurt in the accident. That is,
plurality is associated with the head word of an NP, genitivity with
the final word of an NP, and to be acceptable, GenPl NPs must have
Gen and Pl associated with the same word (whether or not Gen and P1
are realized as suffixes). The implications of these facts about
GenPl NPs for the morphological description of English need further
study.

Footnotes

#*This work was supported in part by the John Simon Guggenheim
Memorial Foundation.

1. I do not consider anelyses in which there is no attempt to
fix on a single underlying form (or to argue that several distinct
underlying forms are needed), as when Bloch 1947 simply lists the
automatic alternants of the Prs suffix (Prs is represented as /z/, but
as Bloch says in sec. 3.2 of the paper, this is merely 'to simplify
the listing'). Nor do I consider analyses in which two or more
distincet underlying forms are set up for the regular alternants of
the Pst and PstP suffixes because of internal Psts like dwelt and put,
in which the t-d-id alternations are nonautomatic--analyses like those
of Bloch and of Juillard and Macris 1962:ch. 2, which set up three
morphemes for Pst (one for the alternants d and #d, one for t in
both regular and internal Psts, and one for ¢ in both internal and
irregular Psts) and four for PstP (the three above plus one for the
alternants n and in).

2. This is not quite true, since (as Silva and Zwicky 1973:
sec. 2.2) point out, certain idioms with a markedly casual style require
auxiliary reduction: You're telling mé', So's your old man' How's
your ass?

3. On the other hand, it has sometimes been argued that facts
that might seem to motivate rules with opposite effects do not really
do so, as when Eliasson 1972 maintains that Swedish alternations
between unstressed e and ¥ don't motivate both a syncope and an
epenthesis rule, but only several syncope rules.

k. Compare the discussion by Mulder 1968:196, where the failure
of automatic alternation is taken to motivate distinet phonological
forms for the regular English Pl:

...the English forms 'eggs' /egS/ and 'sacks' /sakS/

are straightforward cases of neutralization of opposition

between /s/ and /z/, because such forms as /...gs/ and

/...kz/ are structurally not possible.

However, in the English forms 'sins' /sinz/, 'ells'

/elz/, and '"plays' /pleiz/, matters are different, because

such forms as 'since' /sins/, 'else' /els/, and 'place’
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/pleis/ can also occur. The expression of the plural
morpheme in English apparently has three regular forms:
/s/, /z/, and /iz/. Because /S/ represents both /s/

and /z/, however, /S/ and /z/ are not allomorphs in
respect to each other. In fact, therefore, the English
plural morpheme has only two regular phonological forms,
i.e. /58/ or /z/ on the one hand and /iz/ on the other.
The prediction of /z/ and /iz/ belongs to the domain

of morphophonology; the prediction of /5/ belongs to
phonology proper.

In respect of /iz/, though /s/ cannot follow a
phoneme of the hissing and hushing order, there is,
however, no phonological rule which prohibits /s/ from
following fi/. Therefore, alsc /iz/ is a phonologically
determined variant of a certain morpheme, i.e. it
is a case of semi-phonological determination.

5. Miner 1972:26-8 notes a difficulty with assuming that the
internal formations result from a change of boundary from # to +:
sometimes it is the stem, sometimes the suffix, that is responsible
for this change. Such a manipulation of boundaries goes beyond a
proposal put forth by Stanley 1973:202-6, according to which only
affixes could trigeer the demotion of boundaries.

6. It is also possible, of course, that some forms require one
treatment, some the other.

T. HNegative environment statements in phonology have been proposed
by Zwicky 1970b and Sampson 1973, among others. Zwicky 19T70b notes
that negative environment statements and curly brackets can be
traded for one another in many cases, while Zwicky 1970c¢ observes
that curly brackets and paired alpha variables can be traded for one
another in certain cases. Consequently, the issues at hand in this
bibliography are tied to the curly brackets problem; see the discussion
in McCawley 19T71.

8. For King, this assumption eliminates a large number of
putative historiecal changes in which rules would be added within the
phonological component of a language. ‘

9. Or by simplification of the final cluster, as evidenced in
English in forms like long [lonl < /long/, Black English and general
casual [kowl] cold, and perhaps (as pointed out to me by G. K. Pullum)
the Chinese/Dutch/Irish/Swiss as opposed to the Indians/Israelis/
Greeks/Yugoslavs.
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Biblicgraphy VI
A Critical Bibliography on the Tense/Lax Distinction in Vowels

Patricia Donegan Miller

A. Introductory remarks

References to a vowel distinction known variously as tense/lax,
open/eclose, or narrow/wide have appeared in the literature of phonetics
and phonology for at least a hundred years. Phonologists point out
that the sound patterns of many languages indicate the existence of
such a distinction; but phoneticians, thus far, through a varjety
of experimental approaches, have been unable to discover a consistent
and particularized articulatory correlate of the distinetion,
although there does seem to be a rough acoustic correlate (a kind of
"centralization vs. peripheralization' with respect to the acoustical
vowel diagram).

The following annotated biblicgraphy is intended to note the
major references to and descriptions of this distinction, and thus to
document the search for its phonetiec correlates. A variety of
approaches to the distinction have been taken, and I will group the
references around these major themes. I will use the terms tense
and lax to refer to the phonological distinction, but I intend them
as labels, without assuming particular physical correlates.

B. The literature

The original distinction referred to the shape of the voecal
tract and was further defined in terms of articulatory effort.

Melville Bell (1B67) refers to the distinction primary vs. wide
with tense vowels being primary, and lax ones wide. Wide refers to
the greater width of the pharyngeal cross-section for lax as opposed
to tense vowels.

Sweet (1906) bases his narrow vs. wide distinetion on the shape
of the tongue and the resulting passage: narrow (tense) vowels have
"a feeling of tenseness in that part of the tongue where the sound
is formed, the surface of the tongue being made more convex than in
its natural 'wide' shape, in which it is relaxed and flattened.

This convexity...narrows the passage——whence the name." Sweet
distinguishes the narrow/wide opposition from vowel height, maintaining
that cne can raise [el] to [] without producing an intermediate [el.

Sievers (1901) calls the distinction gespannt (tense) vs.
ungespannt {lax), and ascribes it to the tension of the tongue
musculature and vocal bands. Eievers preferred his terminology to
Sweet's or Bell's because his direct reference to tenseness would
avoid confusion of this distinction with the height distinetion.

222
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Stumpf (1926) describes vowels in terms of the voecalic triangle.
Since [i] is lowered and retracted when laxed, and [ul is lowered
and advanced when laxed, he described the distinction which we call
tense/lax in terms of a shift toward the middle of the vowel triangle.
This seems to parallel Bell's notion of the tense vowels as primary.

Daniel Jones (1964) expresses doubts that differences in muscular
tension correspond to the real facts of the tense/lax distinetion.
He regards tense/lax as a distinction appliecable only to high vowels,
Ce/€] being a distinction of height. He notes that lax [L] is lowered
and retracted from the close position of [il, and that lax [ V] is
lowered and advanced as compared with Cul, and he is apparently
unwilling to make any further declaration on tenseness vs. laxness.
However, he does observe that the tense/lax difference may be felt
by placing the fingers on the throat and noting the different muscular
tensions for the tense/lax pairs.

Raphael (1971) desecribes an electromyographic experiment to
test the tense/lax hypothesis vis a vis the traditional vowel triangle.
When genioglossus activity was measured for front vowels, the order
of decreasing activity was [i, e, v, €], with [t] and [el] transposed
from their usual triangle positions with respect to height. Tongue
height, however, may be based on more than just genioglossus activity.
Jaw opening for [el and (€] is greater than for [il and [t], so the
tongue bunching activity may be counterbalanced; and tongue backing
may be involved in the production of Ci1] and Cel, although the data
acquired on the superior constrictor (an indicator of tongue backing)
were not wholly consistent in this experiment. Raphael concludes that
although his data do not strongly affirm the picture presented by
the vowel triangle, they do allow for the possibility of such a view.

Meyer (1910) and others have concerned themselves with the
possibility that the distinction is related to degree of air flow:
tense vowels are associated with lower air flow than lax ones.

When Meyer measured air flow for tense and lax vowels, he found
that there is a stronger approximation of the wvocal cords and a
correspondingly smaller air flow for tense vowels than for the
corresponding lax ones.

Heffner (1950) points out that an acoustic and perceptual
distinction of the tense/lax variety does seem to exist, but notes
that 'there is nothing in the acoustic data that permits us to class
Cv] with Cil, or [el with [el, or to group any of the rest together'.
He also points out that the distinction 'is not due merely to a
difference in the elevation of the tongue.' He prefers to attrihute
the distinction to a difference in 'laryngeal positions and air
pressures', noting Meyer's findings as to the 'breath consumption'
of the various vowels. (pp. 96-98).

An attempt to verify Meyer's (1910) conclusions about the
stronger vocal cord approximation and consequently smaller air flow
of tense vowels is reported by Schumacher (1966). Tubes passed through
the nose to the pharynx and esophagus were connected to manometers
which measured supra-glottal and sub-glottal air pressure respectively.
Mean air flow was measured by means of a flow meter. Mean air flow
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was 1 1/3 times higher for lax vowels than for tense ones (both in
closed syllables); sub-glottal pressure was the same. Tense vowels
were 'characterized by a higher supraglottal air pressure',
Schuhmacher observes, but it is difficult to see what the manometer
connected to the pharynx was actually measuring in his experiment.

{(pp. 85-86). The air flow results support Meyer (1910), however.

Stetson (1951) suggested that tense/lax was related to syllable
articulation and the manner in which the vowel is arrested. A
syllable, for Stetson, 'is constituted by a ballistic movement of
the intercostal muscles' (p. 33). He maintains that the lax vowels
are arrested by a consonantal movement alone, while tense vowels are
arrested by both the consonantal movement and a contraction of the
arresting chest muscles (external intercostals). This explanation
is dependent on the chest pulse theory of the syllable, however,
vhich phoneticians no longer consider tenable.

A number of phoneticisns have associated the distinction with
length and with acoustic distance from a neutral vowel; in addition
some retain a definition in terms of articulatory effort.

Jakobson Fant and Halle (1952) maintain that tense phonemes,
in contra-distinection to lax ones, display a longer sound interval.
They do not cite measurements to suppert this notion, and their
attempt to distinguish tenseness from length (on the basis that the
former is an inherent, 'protensity' feature and the latter a prosodic
feature defined with reference to the syllabic chain) is not
particularly successful. They maintain that tenseness differs from
diffuseness because diffuse vowels are intrinsically shorter than
compact ones, but that 'tense vowels have a longer duration than
the corresponding lax ones'. [(But since lax vowels are less diffuse
than their tense counterparts, one would expect a canceling effect.]

Jakobson, Fant and Halle also state that, associated with their
longer duration, tense vowels are articulated "with greater
distinctness and pressure' and with greater deviation from the
neutral position (an open [2] (p. 18)); and they note that this
parallels the acoustie faect that the sum of the deviations of the
formants of a tense vowel (from the neutral vowel [2]) is always
greater than that of the corresponding lax vowel.

In their 1964 paper, 'Tenseness and Laxness', Jakobson and
Halle remark on Stumpf's (1926) and Jones' (196L) observations that
laxness involves a shift toward the middle of the vocalic triangle.
They reiterate their position that tenseness involves a greater
deviation from the neutral position of the tract (very open [(=21),
and they again relate this to the longer duration of tense segments
and to their heightened sub-glottal pressure. [Note, however, that
Schuhmacher (1966) found no difference in sub-glottal pressure.]
This ?rticle is a modest expansion of the material in Jakobson et al.

1952).

The 'shift toward the middle of the vocalic triangle' is tested
by H. P. Jérgensen (1966) in terms of the acoustical vowel diagram.
Jérgensen measured formants of German vowels in German words spoken
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by four speakers. He notes that the lax vowels were all lower
than the corresponding tense ones (for one speaker, even lax /a/
had a higher Fl}, and that the lax vowels were more centralized,
i.e.—Fo was characteristically higher for lax back vowels than for
their tense counterparts, and F, was characteristically lower for
lax front vowels than for their tense counterparts. Fj and Fo
values were very close for tense and lax /a/. Jérgensen maintains,
however, that the apparent acoustic centralization of non-low vowels
does not necessarily reflect an articulatory centralization.
Requiring that phonetic features represent physical scales
describing independently characterizable aspects of the speech
event, Chomsky and Halle (1968) describe tense/lax in articulatory
terms rather than acoustic ones. They refer again to the greater
muscular effort, greater duration of the "appropriate configuration',
and greater deviation from neutral or rest position (which is now
assumed to be that of [el) which characterize tense vowels (pp. 32L-5).
In Chapter 9, they claim that the unmarked value for tenseness is
C+tense].

A number of linguists have attempted to associate tense/lax
with tongue root advancement/retraction.

Ladefoged (196Lk) points out that many West African languages
have a kind of vowel harmony based on something like tense/lax, where
the vowels in any given word are either all from the tense set of
vowels or all from the lax set. The articulatory correlates of the
distinction seem to be hard to pin down, but by cineradiology the
author finds that, in Igbo, 'in each case the body of the tongue is
more retracted for the vowels of set 2. So it appears that there
is a physiological parameter that distinguishes between these two
sets of vowels, despite the fact that it is difficult to specify a
unique auditory property that characterizes one or the other set.'
(pp. 39-40). He refers to Sweet's mention of convexity or 'bunching
up' of the tongue for '"narrow' vowels, and he suggests a redefinition
of tense-lax or a return to Sweet's "narrow-wide'.

Stewart (1967) describes the vowel harmony systems of dialects
of Twi and Fante. In attempting to characterize the 'raised/unraised’
contrast of their harmony systems, he notes that the 'raised' vowels
are produced with the upper surface of the tongue raised and the
lower surface of the chin lowered, and he suggests that the important
factor must be a pushing forward of the root of the tongue. He
notes that Ladefoged's (1964) cineradiology data for Igbo support
this hypothesis. He maintains that the wide pharynx associated with
raised vowels would account for their 'breathy' quality, and that
advancing would also account for their greater susceptibility to
palatalization (as opposed to their unraised counterparts. Stewart
claims that raised/unraised (i.e. advanced/unadvanced) must be
distinguished from tense/lax (in the Jakobson-Halle sense) for
several reasons:

l. Unadvanced African back vowels show no shift toward the
middle of the vocalie triangle,

2. Advanced and unadvanced vowels do not appear to have the
length difference that Jakobson and Halle claimed to exist between
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tense and lax vowels, and

3. Phonological evidence from the harmony systems studied
indicates that unadvanced may be the unmarked member of the
opposition, while lax is the marked member of tense/lax, and
unadvanced is supposed to correspond to lax.

He remarks that "the implications for their lax/tense distinction
are serious if its supposed role in vowel harmony in Afriean
languages is the only evidence of its autonomy.' (p. 202), and he
suggests that (1) if the African and European distinctions are to
be identified, tongue root position is vital and length and tension
are not (although he presents no experimental evidence against
these correlates), and (2) that if such identification is possible,
there is a strong case for viewing unadvanced or lax as the unmarked
member .

In light of Halle and Stevens' (1969) suggested revision of
vowel features, this article takes on a good bit of importance. It
shows the origins of their suggestion, but it also makes apparent
the premature nature of their claims regarding the marked and unmarked
members of the opposition.

Chomsky and Halle (1968) also introduce an extra festure to
account for the African vowel harmony systems: this is the feature
covered/non-covered. Based on Ladefoged's X-ray tracings, they
determine that 'ecovered sounds are produced with a pharynx in which
the walls are narrowed and tensed and the larynx raised; uncovered
sounds are produced without a special narrowing and tensing of the
pharynx.' They associate a dull or breathy quality with 'covered'
vowels. Chomsky and Halle here make no attempt to identify this
distinetion with tense/lax.

In an attempt to integrate tense/lax and covered/non-covered
(tadvanced tongue root), Halle and Stevens (1969) re-examine Bell's
decisive role in the tense-lax distinetion. UNoting that the two
classes of Igbo vowels are distinguished by movements of the tongue
root, they suggest that (based on cineradiographs) English tense/lax
pairs are similarly distinguished--that tense vowels have a wider
cavity in the vicinity of the hyoid bone and lower pharynx. They
note that the acoustic consequences of such a distinction are
theoretically predictable: a lowering of F; with advancing, a
raising of Fo for front vowels with advancing, and a lovering of
Fo for back vowels with advancing. For non-low vowels at least,
these predictions fit the acoustic differences (between tense and
lax vowels) that actually occur. They would fit Ladefoged's African
data, except that his data show no downward F, shift for back vowels
with advancing. Halle and Stevens suggest that unmarked high vowels
are [+Advanced Rootl, and unmarked low vowels are [-Advanced Rootl;
for mid vowels, they don't know yet. They note that in many
languages advancing is concomitant with height.

It is suggested that a flattened-out sound wave form is
responsible for the dull or breathy character of vowels with advancing,
and the authors speculate on the reasons for this effect, but they
draw nc firm conclusions.

Continuing the approach taken by Halle and Stevens, Perkell
(1971) proposes two revisions, based on physiology, of the features
specifying vowels. His "suggested revisions' are the replacement
of [iTensel] by [tAdvanced Tongue Root] and the replacement of [+Lowl
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by [tConstricted Pharynx] (the latter an unpublished suggestion of
Halle and Stevens). Using superimposed tracings of lateral cine-
radiographs of two speakers, Perkell attempts to provide 'a crude
physiological framework corresponding to the features' (p. 128).
That is, he attempts to associate each feature with the metivity of
a particular muscle group.

In [+Highl vowels, the tongue body and mandible are higher
(than for [-Highl), and the posterior third of the genioglossus
and the styloglossi are responsible. The sternchyoid and sterno-
thyroid lower the hycid bone and larynx during [+Highl vowels. For
[+Back] vowels, the styloglossi and hyoglossi pull the tongue body
back. One speaker also used the pharyngeal constrictors for this.

It is suggested that tongue root advancing is due to the contraction
of a small segment of the genioglossus at the tongue root. The
contour of the posterior half of the tongue dorsum, the epiglottis,
and the hyoid bone are farther back for [+Constricted Pharynx] vowels,
probably due to contraction of the middle and lower pharyngeal
constrictors and the hyoglossi.

Perkell points out that considerable muscular interaction is
involved in achieving 'the phonetic and acoustic goals'; and he
gsuggests that the physiological configurations correlated with the
new features support these two suggested revisions.

Lindau, Jacobson and Ladefoged (1972) observe that the suggestion
of the feature [+Advanced Tongue Root] involves two claims: that it
distinguishes vowels in some way other than the features high and low
distinguish them; and that the tense/lax distinction in English and
German ig identifiable with the distinction which governs African
vowel harmony sets. In order to determine whether advancing is
independent of the tongue height mechanisms, Lindau et al. traced
eineradiographs or X-rays of four African speakers, one German, and
six English speakers. Their measurements showed that advancing was
clearly used to separate the tense/lax sets of Twi and Dho-Luc, and
that high vowels were partly differentiated by advancing in Igbo,
but that in Ateso the vowel sets differed by height, not by a
separate mechanism of advancing. In German, too, the difference in
advancing between tense and lax vowels was non-significant; tongue
height was attained by lifting and advancing, so advancing was not
a separate mechanism for the German speaker. For English, it seems
that '"there is a substantial variability in the mechanisms used to
distinguish between vowels. Tongue height is attained by different
combinations of jaw opening, lifting, and advanced tongue root for
different speakers.' (p. 87). It is suggested that a vowel target
may be a particular configuration in an acoustic space where the
relations between formants play a crucial role.

The authors also note that the variation among English speakers
(their use of different articulatory mechanisms to produce perceptually
gimilar vowels) shows the need for caution in viewing the productions
of a single speaker as characteristic of the language.

In 'An auditory motor theory of speech perception', which
appeared simultaneously with Lindau et al. (1972), Ladefoged, Declerk,
Lindau, and Papcun (1972) discuss the results of studies of
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cinefluorograms of six speakers of American English; they note that
various speakers use various combinations of mechanisms to produce
what is perceptually the same sound. Regarding the tense/lax
distinction, their speakers 2, 3, and 6 use advanced tongue root
to produce tense vowels, but the other speakers vary considerably.
Ladefoged et al. suggest that speakers use acoustic rather than
articulatory targets for vowels, noting Lindblom and Sundberg's
{(1971) observations that speakers can produce a given vowel with a
variety of jaw openings--with no apparent need for modification
governed by auditory feedback. F; could be correlated with vowel
height, and Fp may be correlated with the traditional front-back
dimension, according to Ladefoged et al. Lip rounding, which is a
fairly straightforward articulatory feature, has 'no uniform auditory
or acoustic correlates', and may be organized by speakers in
articulatory terms, even though vowel height and frontness are based
on acoustic correlates.

The variety of approaches shown here is adequate testimony to
the difficulty of finding precise phonetic correlates for this
frequently-mentioned phonological distinction. In spite of the
difficulty, however, the phonetician is not free to conclude that
the distinetion does not exist; such a conclusion would leave
unexplained the phonologicael facts which argue for such a distinction.

C. Comments from =& nhonologist

A look at the phonological effects of tenseness and laxness
may help clarify the sorts of phonetic correlates to be expected.
In studying dimchronic, synchronic, and developmental phonological
substitutions, I have observed that vowels are distinguished from
other vowels not only by height but also by color (Miller, forthcoming).
Color includes principally palatality (tongue-fronting), and labiality
(1ip-rounding, lip-narrowing).

The distinction between chromatic vowels (those marked by one
or more color) and achromatics (vowels without color, like [+ w A
¥ al) is revealed in context-free phonological processes such as
raising, which applies to chromatic vowels and not to achromatic
vowels, or lowering, which applies to achromatic vowels if it applies
to chromatic ones. Presumsbly, raising is a phonological means of
optimizing color--by providing a closer articulation which makes
increased palatality or labiality possible. Achromatic vowels,
which are free of the close articulations associated with palatality
and labiality, are especially susceptible to lowering, which seems
to be a phonological means of optimizing sonority (in the traditional
sense). A similar hierarchy of susceptibility appears in bleaching,
the loss of palatality and/or labiality: the susceptibility of a
vowel to bleaching is an inverse function of its height, and thus
apparently of its degree of palatality or labiality.

The way these substitutions respond to color or degree of
color is exactly paralleled by the way they respond to tenseness.
If lax vowels are raised, the corresponding tense vowels are raised.
Conversely, if tense vowels are lowered or bleached, the corresponding
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lax vowels are lowered or bleached. This strongly suggests that
tenseness is a relatively greater degree of color--palatality or
labielity or (in front rounded vowels) both.

These facts suggest that achromatic (nonpalatal, nonlabial)
vowels could not participate in a tense/lax distinction. There is
some phonological evidence for this conclusiocn: languages that give
up a long/short distinction typically recode it, in the chromatie
vowels, as a tense/lax distinction. But unless one or both of the
pair Ca:/al is 'colored' (changed to [2] or [2]), these achromatic
vowels merge. A well-known example is Romance (Labov et al., 1972).

In some languages, the length distinction is not lost, but
tense/lax is superimposed on long/short. This appears to be the case
in Modern German; here, as Jgrgensen's (1966) study shows, the non-low,
chromatic vowels show a quality distinction for tense/lax pairs, but
the two achromatics display nearly identical formant values, suggesting
that the so-called tense/lax distinction for this pair may really be
long/short instead.

The phonological distinction 'intense/non-intense color'
corresponds to and summarizes many of the various kinds of physical
correlates associated with tense/lax.

A number of authors (Jakobson, Fant and Halle (1952), Jakobson
and Halle (196k4), Jgérgensen (1966), Ladefoged et al. (1972)) point
out the lower F; value and the more extreme Fo values of tense vowels
as opposed to the corresponding lax ones: this amounts to the
acoustic centralization of lax vowels and peripherality of tense
ones., Correspondingly, even though the articulstory correlates of
tenseness remain rather ill-defined, there is general agreement that
the articulatory gesture is somehow more extreme for the tense
member of a tense-lax pair. Raphael determined that geniglossus
activity is greater for the tense vowels [i, e] than for the lax
[i1,el; and Meyer (1910) and Schuhmacher (1966) note a lower airflow
in tense vowels which suggests a more constricted oral articulation.

Jakobson, Fant and Halle (1952) maintain that length is one of
the physical correlates of tenseness, but none of the studies
surveyed have pursued their claim. The above-mentioned tendency for
length to be recoded as tenseness or for tenseness to be superimposed
on length is evidence that tenseness is phonologically related to
length, but this tendency could be accounted for by pointing out
that the greater duration of long vowels apparently allows time for
the more extreme articulations associated with tenseness. If
Jakobson et al. are correct in claiming that tense vowels are :
inherently longer than the corresponding lax vowels, one might expect
to find languages whose tense vowels become phonologically long, or
are treated as long by a phonological process. That is, a process
might class all tense vowels together with (tense and lax) long
vowels——e.g. [i, i:, 1:] would undergo or condition the process
but Ct] would not--but I do not know of any clear cases of such a
situation.

The precise relationship of tenseness to tongue-root advancement
is not clear, but judging from the work of Ladefoged et al. (1972)
and Lindau et al. (1972), it does not loock as if they can be regarded
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as the same feature, on either articulatory or acoustic grounds.

In any event I know of no phonological evidence that the two
features are the same-——e.g. there do not seem to be any languages
where vowel harmony is based on a tense-lax distinetion of the
'European' variety; and, as far as I know, there is no relation
between the advanced-tongue-root distinetion and length in African
vowel harmony languages which display an advancing distinection. For
speakere of languages like CGerman or English who advance the tongue-
root in producing a tense/lax distinetion, advaneing may serve as

a color-amplifying gesture (for palatal vowels) which occurs in
conjunction with tongue lifting. The relation of advancement to
tenseness in back or round vowels is not well-established, although
Perkell found that advancing bore some relstion to the Cu/vr]
distinetion for two speakers: in general, the articulatory correlates
of tenseness have been less thoroughly studied for non-palatal
vowels.

In suggesting that the phonological distinction tense/lax can
be desecribed as intensity/nonintenszity of color, I do not mean to
imply that no more precise physical description can be or ought to
be found. On the contrary, the explanation of the phonologicdl
substitutions which are sensitive to this distinetion depends on the
discovery of its physical correlates. The investigation of these
physical correlates, however, can be aided by attention to the
kinds of substitutions which the distinection conditions.
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