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ABSTRACT

A central question within morphological theory is whether an adequate description of
inflection necessitates connections between and among inflectionally related forms, i.e.
paradigmatic structure. Recent research on form-meaning mismatches at the
morphological and morphosyntactic levels (e.g., periphrasis, syncretism) argues that an
adequate theory of inflection must be paradigmatic at its core. This work has often
focused on how the lexeme (syntactic) paradigm and the stem (morphological) paradigm
are related (Stump 2001a), while having less to say about the internal structure of each
level. In this dissertation I argue that paradigmatic gaps support some of the same
conclusions are other form-meaning mismatches (e.g., the need for the Separation
Hypothesis), but more importantly, they also offer insight into the internal structure of the
stem paradigm.

I focus on two questions that paradigmatic gaps raise for morphological theory in
general, and for Word and Paradigm approaches in particular:

(1) Are paradigmatic gaps paradigmatically governed? Stump and Finkel (2006)
argue that inflectional structure consists of implicational relationships whereby one or
more paradigm cells serve as principal parts, from which other members of the paradigm
can be predicted. Based on production/ratings experiments and distributional statistics
from gaps in the genitive plural of Modern Greek nouns and the first person singular of
Russian verbs, I argue for a corollary hypothesis — that paradigmatic gaps can arise in

paradigm cells whose form cannot be predicted from nor are predictive of other members
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of the paradigm (i.e., cells for which there is no principal part). The distribution of these
gaps can thus be adequately explained only with reference to the inflectional (stem)
paradigm. This is largely consistent with the conclusions of Albright (2003) for Spanish.

(2) Is there such a thing as lexically specified defectiveness? Or, stated
differently, are paradigmatic cells ever stipulated as empty? Early studies generally
assumed that gaps are idiosyncratic and therefore require lexical specification (Halle
1973), but more recent approaches have sought to explain at least some gaps are
byproducts of the generative inflectional process, and therefore not directly marked in the
lexicon (Albright 2003, Baronian 2005, Hudson 2000). I argue that historical causation is
not to be confused with synchronic structure; the distributional patterns of paradigmatic
gaps in Greek and Russian are consistent with the gaps-as-epiphenomena approach, but
these appear to be historical remnants. Experimental data on speakers’ reactions to
defective vs. non-defective morphological forms in Greek shows that the gaps have
become disassociated from their original causative factors. This indicates that gaps are
like any other morphological pattern in being able to undergo lexicalization.

I also briefly consider the issues that lexeme-level defectiveness raises for
learnability, and suggest that lexicalized defectiveness is not the learning problem it is
often considered to be (e.g., McCarthy and Wolf 2005), if we allow for a concept of
lexeme paradigm predictability based on usage statistics.

Ultimately, paradigmatic gaps in Greek and Russian demonstrate that
paradigmatic predictability is a significant force in formal morphological systems at both
the lexeme level and the form level. Moreover, in many respects paradigmatic gaps are
surprisingly similar to well-formed morphological structures, for example in being
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governed by paradigmatic structure and subject to covert reanalysis. This indicates that,
contrary to traditional assumptions, (many examples of) paradigmatic gaps are neither
idiosyncratic nor marginal to the functioning of the inflectional system. They thus

deserve greater attention within morphological theory.
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GLOSSARY

Since the distinction between inflectional form and inflectional meaning is crucial to this
dissertation, but the attached terminology is anything but standardized across subfields of
linguistics, I find it necessary to begin with some definitions.

Word and Paradigm (WP) models of inflection assume a formal distinction
between inflectional forms and inflectional properties (often called the Separation
Hypothesis). In some areas of linguistics it is common to refer to the former as lexemes
and the latter as lemmas. However, this is not the terminology typically used within WP
models. Moreover, a cursory search of the linguistics literature reveals that the terms
lexeme and lemma have no consistent definition or usage across the entire field of
linguistics. The following are among the attested definitions.

In psycholinguistics, the term lemma is used for either (a) the morphosyntactic
properties expressed by a given word form, but not the word form itself or the lexical
meaning, (b) all possible morphosyntactic property sets that can be combined with a
given lexical meaning, but not the lexical meaning itself or any word forms (i.e., lemma =
an inflectional paradigm if we define it as the combinatory possibilities of inflectional
properties in the language, (e.g. Spencer 2004)), or (¢) the set of a lexical meaning and all
possible morphosyntactic property sets that combine with that lexical meaning, but not
any word forms. This last definition is probably the most common. The term lexeme is

used to refer to the phonological instantiation of any of these definitions.
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In corpus linguistics, the term lemma is often used to refer to the set of all
inflected forms of a lexical item. The term /exeme is synonymous with lexical meaning
(as opposed to inflectional meaning).

In lexicology, the term /exeme is used to refer to all inflected forms of a lexical
item, thus the lexeme for the meaning of GO is the set go, going, goes, went, etc. The
term lemma 1is used to refer to the citation form of a lexical item (e.g. go), also known as
headwords, and thus lemmas are subsets of lexemes.

Finally, in WP morphology, the term lexeme is either (a) synonymous with lexical
meaning — “the paradigm of a lexeme L is the inventory of syntactic atoms which may
instantiate L in phrase structure” (Stump 2001a:148), or (b) the set of possible
combinations of lexical meaning and inflectional properties (i.e., the entire paradigm).
Lexeme is not used in reference to phonological form — word form fills this role. The
term /emma is not used at all.

Each area of linguistics thus has its own traditions and there are discrepancies, or
even outright contradictions, in usage. This dissertation is framed within a WP model,
but in some respects overlaps with psycholinguistic concepts and methodology. This
means that the most relevant contradiction is that a lemma in any of the psycholinguistic
senses basically corresponds to a /exeme in WP morphology. While I find the
psycholinguistic distinction to be the more useful, I have ultimately chosen a usage more
closely in line with that used in other WP work. I thus use the following terms:

e lexeme: A lexical meaning, apart from the form which instantiates it or the

morphosyntactic properties which can combine with it.
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e lexeme paradigm cell: The combination of a lexeme and a set of morphosyntactic

properties that can combine with that lexeme into a well-formed syntactic atom.

e lexeme paradigm: The set of all lexeme paradigm cells which have a common

lexeme.

e stem: A form, belonging to an inflection class, to which inflectional processes
apply in order to generate an inflected word form, apart from the lexical meaning
that it instantiates.

e stem paradigm cell: The combination of a stem and a set of morphosyntactic

properties that can combine with that stem into a well-formed morphological
atom.

e stem paradigm: The set of stem paradigm cells which have a common stem.

e word-form: The phonological instantiation of a stem paradigm cell that is linked
to a lexeme paradigm cell.

e word paradigm: The phonological instantiation of the set of stem paradigm cells

that are linked to a single lexeme paradigm.
e lemma: Used only in the phrase lemma frequency to refer to the collected token

count, in some sample, of all inflected forms belonging to the same lexeme.

While this may seem like more distinctions than is necessary for the lemma/lexeme

distinction, each term represents a separate theoretical concept within the following work.
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CHAPTER 1

WHAT IS (AND IS NOT) A PARADIGMATIC GAP?

This dissertation explores paradigmatic gaps. A well-known example of the phenomenon

from Russian is given in Table 1.

MOOCTUTh
CIIPOCHTH .
‘to ask’ SINGULAR PLURAL to be SINGULAR PLURAL
victorious’
15" pERsON | CTPOLLY / cripocum / 15" PERSON * nmooeaum /
sprosu sprosim pobedim
crpocuiib / | cupocure / ND nobemqumib / | mobemure /
2™” PERSON . : 2™” PERSON )
sprosis' sprosite pobedis pobedite
CIPOCHT / copocsTt / RD nobenur / modenar /
3*” PERSON : : 3"” PERSON ) :
sprosit sprosjat pobedit pobedjat

Table 1: An example of a paradigmatic gap in the Russian non-past verbal paradigm

In the non-past tense, Russian verbs have six paradigmatic cells (3 persons * 2 numbers),

as shown. The vast majority of verbs are like sprosit” ‘to ask’ in that there is an inflected

form to fill each of the six cells. (These need not be unique word-forms, although they

happen to be in Russian.) However, for at least a few dozen verbs, and perhaps as many

as 100 (Halle 1973), no first person singular is used. POBEDIT’ ‘to be victorious’ is such

a verb; it has a paradigmatic gap in the first person singular non-past (*pobezu ‘1 will be

victorious’).




While this might seem to be a clearly defined phenomenon, the term paradigmatic
gap has actually been used to describe virtually any situation in which an observed
linguistic structure is in some sense unexpected or missing. Since I am concerned with
only the most narrow subset of those phenomena which have been described as
paradigmatic gaps — examples of defective inflection — I begin with an overview and

formal definition of those phenomena that are, and are not, the present topic of study.

1.1. The term paradigmatic gap, broadly defined

The various uses of the term paradigmatic gap (and the frequent shorthand form gap)
almost form hyponymic/hypernymic relationships to each other, based on the number of

definitional criteria employed. This categorization is represented in Table 2 and Figure 1.

<P

unexpected form/structure?

2|2 ™

language internal expectation?

2|2 2|

defectiveness?

<] 21210
2|22 |2 |m

reflected in morphological system?

S P P P e |

reflected in inflectional system?

Table 2: A criterial representation of the various uses of the term “paradigmatic gap”




“paradigmatic gaps”
as the term

is used in
this dissertation

defectiveness
morphology

Key

A: A “missing” word or grammatical structure, from any (including cross-linguistic) perspective.

B: An unexpected but grammatical structure, based on expectations formed from the internal structure of
the language.

C: An unexpected but grammatical word form; a situation in which the morphological structure of a
language leads to an expectation of an overt exponent of a morphological category, but a “null
morpheme” (i.e. no unique, segmentable form) expresses the category instead.

D: Syntactic or semantically driven defectiveness, often resulting from a mismatch between the
grammatical properties required by the syntax, and those expressed by the morphology.

E: Derivational defectiveness — for any word X, the non-existence of any word Y which stands in a given
derivational relationship to X, despite the language normally having pairs of words representing the same
derivational relationship.

F: Inflectional defectiveness — for a given lexeme, the non-use of any synthetic or systematic periphrastic
form expressing a given set of inflectional properties, despite that set normally being expressed on
lexemes of the relevant type.

Figure 1: A Venn diagram representation of the various uses of the term “paradigmatic gap”

At the most broad level, the term paradigmatic gap has been used to refer to any
phenomenon in which a grammatical structure or lexical item is expected but not attested.
For example, when one language has a word that has no direct parallel in another
language, this is sometimes called a paradigmatic gap in the second language (set A).

Also, the term paradigmatic gap is often applied to situations in which some grammatical



structure is expected based on language-internal grounds but a different, yet fully
grammatical, structure appears instead. For example, Phillips demonstrates that in Old
Spanish, perfect verbs do not invert under negation and calls this a paradigmatic gap
(Phillips 1996: footnote 158) because the syntactic structure of Old Spanish leads to an
expectation that inversion should occur (set B). And in an example at the morphological
level (set C), some prefixes in Yimas (e.g., the negation marker) block the realization of
others (e.g., nominative markers).! The data gets quite complicated, but (1) gives a
simple demonstration, in which the second person singular nominative marker ma does

not appear under negation.

(1) Nominative agreement affixes in Yimas (Wunderlich 2001:349)
a. ma-na-tpul
28G.NOM-18G.ACC-hit
“You hit me.’
b. ta-pa-tpul
NEG-1SG.ACC-hit
‘You didn’t hit me.’
Wunderlich (2001) describes examples like (1b) as having paradigmatic gaps, by which
he means the lack of an overt, segmentable morpheme expressing the 2™ person
singular.’

None of these phenomena represent the present topic of study, nor are they

examples of paradigmatic gaps as the term will be used in this dissertation. In Yimas, the

! According to Ethnologue (www.ethnologue.com), Yimas is spoken in Papua New Guinea, and belongs to
the Sepik-Ramu > Nor-Pondo > Pondo group.

2 Examples of this type have been discussed in the literature as competition for inflectional slots, rather
than as defectiveness (Anderson 1992, Stump 2001b).
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word-form in (1b) might be surprising in not containing the morph ma, but it is
nonetheless fully grammatical and expresses the second person singular subject. This
makes it fundamentally different from actual defectiveness. By contrast, in Russian
speakers generally deem all possible word-forms expressing the first person singular of
POBEDIT’ to be unacceptable (see CHAPTER 6). Verbs like POBEDIT’ represent defective
paradigms; Yimas and Old Spanish do not.

Somewhat more tricky to distinguish from true paradigmatic gaps are examples of

non-grammaticality caused by syntactic conflicts (set D), as in the following example.

At least five nouns in Russian require the preposition na ‘on’ for their locative use
(stationary ‘at’ with the Prepositional case, ‘(going) into’ with the Accusative),
and s with the Genitive for their ablative use (‘from’); these are pocta ‘post office,
fabrika ‘factory’, zavod ‘industrial plant’, stancia ‘station, vokzal ‘(large) railway
station’.... On the other hand, Russian has verbs that govern the preposition v +
Accusative, such as vojti ‘enter’ and verbs that govern the preposition iz such as
vyjti ‘go out, leave’. When the speaker wants to use these verbs with one of the
five nouns above, the conflict between the agreement rules (the noun governs na
or s, while the verb requires v or iz) results in the ungrammatical utterances [and
repair strategies in (2)] (Hetzron 1975:860).

(2) Morphosyntactic conflicts resulting in defectiveness in Russian’

a. *Javosél v/napoctu.
I went-in in on postoffice-ACC.SG
‘I entered the post office.’

b. Javosél v zdanije pocty.
I went-in in building-ACC.SG postoffice-GEN.SG
‘I entered the post office building.’

c. *Javysél iz /s pocty.
I left from from postoffice-GEN.SG
‘I left the post office.’

3 As Daniel Collins (p.c.) points out, several examples like (2a) and (2¢) are available on the internet. It is
therefore unclear to what extent speakers really treat them as ungrammatical.
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d. Javys€liz zdanija pocty.

I left from building-GEN.SG postoffice-GEN.SG

‘I left the post office.’
Hetzron refers to this example as a “gap on the surface” (860); it is unclear whether he
intends to group the examples in (2) with examples of true morphological defectiveness.
However, Kiparsky (2001) undoubtedly groups together similar examples with
morphological defectiveness. This is probably because they have similar surface effects
— a sentence which is otherwise expected to be fully grammatical is unacceptable because
of the morphological or morphosyntactic characteristics of particular word(s).

Note, however, that at an underlying level, examples like (2) and *pobezu are
quite different in type. In (2), the problem clearly lies in conflicting syntactic
subcategorization requirements. Vojti requires one preposition, and pocta requires
another. The requirements of these two words cannot be simultaneously satisfied, so
ungrammaticality is the result. But crucially, neither vojti nor pocta is itself problematic —
it is only in combination that ungrammaticality arises. By contrast, true paradigmatic
gaps like *pobezu represent problems inherent to words themselves. They represent a
morphological or morphophonological problem, whereas cases of conflicting
subcategorization requirements are an issue for the syntax and not the morphology. We
thus want to keep these two issues separate, and [ will not be discussing the problems

presented by examples like (2).



1.2. The term paradigmatic gap as used in this dissertation

Using the most narrow set of criteria from Table 2, I formally define a paradigmatic gap,

as the term is used in subsequent chapters of this dissertation, as follows.

(3) Definition of a paradigmatic gap: For a lexeme belonging to lexical class C, a
paradigmatic gap exists if no synthetic or morphological periphrastic form is used
to express a set of inflectional properties I, when the language normally has a
form expressing I for lexemes in class C. Any otherwise well-formed syntactic
structure into which a hypothetical form is placed crashes.

There are several notable aspects of this definition.

First, I define paradigmatic gaps only with reference to a particular lexical class.
In many languages, nouns inflect for gender but verbs do not. Logically, for these
languages we do not want to say that all verbs have paradigmatic gaps for the inflectional
property of gender. Only properties which are normally expressed for a particular
lexical class can “go missing”. A paradigm cannot have an empty cell if there is no
language-internal basis for the relevant cell existing in the first place. The expectation
against which the definition is set is thus constrained by the prevailing structures of the

language.”

* This aspect of the definition potentially runs into trouble in examples of inflectional loss. Knowing that
inflectional loss does not affect all lexemes simultaneously, we can hypothesize that the spread of
paradigmatic gaps is one possible path by which inflectional loss occurs. If so, a language in the process of
inflectional loss necessarily reaches a tipping point at which gaps go from being unusual to being the
statistically more likely pattern. Yet it is unclear at what point we should stop saying that the language has
gaps, and instead has inflectional loss. Following Zwicky (1992), who argues that a language can specify
more morphological features than syntactic ones, a possible analysis in such a situation would probably be
that there is general loss of the syntactic category at some tipping point which is prior to the complete loss
of morphological inflection. The loss of syntactic category causes remaining morphological remnants (non-
defective forms) to be reanalyzed as an aberrant pattern along the lines of the English verb be, which
specifies more persons than other English verbs.



Second, I define paradigmatic gaps as the non-use of a morphologically generated

form. This is in response to periphrastic constructions. Periphrasis is the use of a multi-

word phrase to express a set of morphosyntactic properties, despite that set normally

having one or more synthetic realizations in the language. The classic case of the Latin

perfect is given below.

IMPERFECTIVE | ACTIVE | PASSIVE PERFECTIVE | ACTIVE PASSIVE
PRESENT laudat laudatur PRESENT laudavit | laudatus/a/um est
PAST laudabat | laudabatur PAST laudaverat | laudatus/a/um erat
FUTURE laudabit | laudabitur FUTURE laudaverit | laudatus/a/um erit

Table 3: Periphrastic construction in Latin perfect (LAUDO ‘I praise’)

In Latin, the passive is expressed with a single word formation when it is imperfective, as
is the perfective when it is active. The combination of perfective and passive, however,
entails a periphrastic construction.

Traditional grammars have treated periphrastic expressions as part of the
morphological system. On a descriptive level this is tenable. On a theoretical level it is
more controversial (Ackerman and Stump 2004, Borjars et al. 1997, Embick 2000,
Kiparsky 2005, Sadler and Spencer 2000, Spencer 1999, Vincent 1987). The literature
suggests that periphrastic constructions demonstrate a range of behaviors from being
nearly completely word-like to being nearly completely phrasal. The frequency with
which historically free words become affixes also suggests fluidity in phrasal- vs. word-

status. Assuming a componential theory of grammar, it is thus most likely that some



periphrastic constructions are morphologically generated and some are syntactically
generated.’

I treat paradigms as having gaps wherever periphrases are not morphologically
generated. Periphrastic constructions which are morphologically generated might be
treated as akin to synthetic forms (there is not space here to expand on how such a
treatment would work; see the above references). The burden thus falls on proving that a
periphrastic construction is strongly word-like in behavior — frozen morphological form,
cumulative exponence, non-separability, etc. — and thus likely generated by the
morphology. Paradigmatic gaps exist wherever this burden cannot be met, assuming the
other criteria of the definition are fulfilled.

Third, paradigmatic gaps represent the non-use of any morphologically generated
inflected form. I purposefully use the word non-use here, rather than non-existence or
illicitness, in order to provide a neutral definition with regard to the source of the
defectiveness. We can hypothesize that speakers possess knowledge of inflectional
structure at multiple levels of representation, including but not limited to: (a) knowledge
of how to generate the appropriate form for a given stem paradigm cell,® and (b)
knowledge of how frequently a lexeme paradigm cell is used, separate from issues related

to form generation. While previous research has focused on paradigmatic gaps as

> We know that periphrasis is potentially different from a normal syntactic phrase precisely because the
component morphosyntactic features are normally realized synthetically in the language, and because the
periphrastic phrases are not fully decomposable semantically (Sadler and Spencer 2000). There are
interesting parallels here with idioms and compounds. If we think of wordhood as being a scale from least
decomposable to most decomposable, and employ the lexeme/stem distinction discussed previously, we
can think of periphrasis, idioms and compounds as all being examples of mismatches between the
hierarchies of decomposability — the forms are more decomposable than the semantics. This suggests that
Latin periphrasis is structurally intermediate between a typical synthetic phrase and a typical syntactic
phrase, and not canonically one or the other. Some recent accounts have chosen to draw the line so as to
include the periphrastic phrases in morphology.

% See the Glossary for usage of the terms stem paradigm cell and lexeme paradigm cell.
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problems with generating an appropriate form (i.e., based on the first type of knowledge)
(Albright 2003, Baronian 2005, Fanselow and Féry 2002, Rebrus and Térkenczy to
appear 2007, Rice 2005, just to name a few recent accounts), [ argue in the following
chapters that defective inflection can stem from either type of knowledge. Therefore, in
order to not bias the definition of a paradigmatic gap towards one type of explanation or
the other, I define a gap as non-use.

Finally, I define paradigmatic gaps purely in terms of the inflectional system of a
language.” The coverage of the term paradigmatic gap thus rests upon the scope of the
term inflection. Since there is not complete agreement in the literature about where the
boundary between inflection and derivation should be drawn, or whether a categorical
distinction should be made at all, it is worth being explicit regarding my working
definition of inflection.

The following are among the criteria which have been commonly cited in the
literature for distinguishing inflection from derivation. This list is not intended to be

complete.

" This follows the practice of many morphologists (Greville Corbett, p.c.), but not all. Raffelseifen (1996,
2004), for example, presents a unified analysis of both derivational and inflectional defectiveness within an
Optimality Theory framework. Whether inflectional and derivational defectiveness represent the same
empirical phenomenon is a thorny question. Some anecdotal evidence suggests that there might be a
difference. For example, speakers seem more willing to accept utterances with filled derivational gaps than
filled inflectional gaps, even if the derivational gaps are viewed as awkward (personal observation). In the
end, however, it was partially a practical decision and partially a theory-internal decision to exclude
derivational defectiveness from the present topic of study, but not an empirically-driven one.
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(4) Some proposed characteristics distinguishing derivation from inflection

a. Derivation adds lexical meaning and changes word-class membership as a
result; inflection does not.

b. Inflection only and always encodes a closed class of functions (e.g. case,
number, gender, person...); derivation is everything else.

c. Inflection encodes configurational (received) properties (e.g. case,
number, person); derivation encodes inherent properties (e.g. gender,
inflectional class).

d. Derivation is more difficult to process than inflection due to conceptual
complexity, semantic transparency, phonological transparency, pseudo-
affixation, affixal homonymy, etc. (Schreuder and Baayen 1995:146).

e. Inflection is fully productive; derivation is not.

f. Derivation appears inside inflection.

g. Derivation originates historically in compounds; inflection originates
historically in other types of material, especially functional categories
(Hall 1992).

h. Inflection is only suffixal in English; derivation is both prefixal and
suffixal.

1. Inflection tends to be subject to speech errors whereby suffixes appear
outside of the phonological word (e.g. tell-us-ing instead of telling us);
derivation tends to not be subject to these kinds of errors (Stemberger and
MacWhinney 1986).

j.  “..if an agreement rule causes item X to agree with item Y in property P,
then P is an inflectional property for both X and Y (Anderson 1982:588).

These criteria cannot be taken as a whole since some criteria contradict others, and
counterexamples to many of these points are well known.® Still, many researchers

maintain that the evidence is sufficiently robust to posit a sharp theoretical distinction

between inflection and derivation (e.g. Anderson 1982, 1992, Aronoff 1994, Baker 1990,

¥ Three examples of contradictory criteria (many more exist): (a) re- as in redo, rewrite, rework is
considered derivational and adds meaning in the intended sense, but does not change word-class
membership. (b) In Slavic languages, diminutives may change the gender of the noun to which they attach,
but in other languages this is not true (Anderson 1982:586). Gender thus seems to be sometimes
derivational, sometimes inflectional, countering the claim that inflection only and always reflects a closed
class of functions. Finally, (c) ablauting (e.g. in the past tense of run, swim, drink) is inflectional according
to all criteria except the one that inflection should appear outside of derivation. These types of problems
have led some researchers to argue that the traditional categories of “inflectional” and “derivation”
represent opposite ends of a continuum, rather than a categorical distinction (e.g. Bochner 1993, Bybee
1985, Sadock 1991, Schreuder and Baayen 1995).
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Booij 1996, Hoeksema 1985, Sells 2004, Steele 1995, Stump 2001b, Zwicky 1990). 1
follow this path. I assume a categorical distinction between inflection and derivation, and
define the boundary between the two using Anderson’s (1982) definition, given in (4j)
above.

Anderson’s definition of inflection is fundamentally different from the other
criteria in (4) and is a formalization of his well-known claim that “inflectional
morphology is what is relevant to the syntax” (1982:587).” It overlaps significantly with
some of the other criteria listed above but cannot be subsumed by them for two reasons.
First, the definition is “strictly theory-internal” (587) since agreement is a theoretical
concept. Second, it is also strictly language-internal. Inflection cannot be defined cross-
linguistically since agreement patterns are not identical from one language to another. In
assuming this definition of inflection, I argue that a paradigmatic gap is also necessarily a
theory-internal and language-internal concept. This perspective motivates and is
reflected by the definition in (3) above.

Returning to the example of POBEDIT’ (Table 1 above), we can see that this
lexeme’s paradigm meets all of the definitional criteria for having a gap. PERSON and
NUMBER are inflectional categories because Russian displays sentential agreement for
both. The gap thus affects the inflectional system. Verbs in Russian normally inflect for

both categories, so there is an expectation that all verbs should have a 1sg non-past

? Anderson did not completely pioneer this concept of inflection; it was clearly nascent in Sapir’s (1921)
distinction between derivational concepts, concrete relational concepts, and pure relational concepts.
Derivational concepts correspond to the Anderson’s definition of derivation, while both concrete relational
concepts and pure relational concepts correspond to inflection. These more or less correspond to inherent
inflection (=concrete relational concepts) and contextual inflection (=pure relational concepts) (Booij
1996).
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form.'’ There is no systematic periphrastic construction which is plausibly
morphologically generated and fills the 1sg cell of POBEDIT’s non-past paradigm.'' The
Isg of POBEDIT’ is rarely used, indicating that the gap is not only a prescriptive, but also
an empirical phenomenon. And finally, Russian speakers typically consider any sentence
containing a first person singular form of POBEDIT’ to be ill-formed. In short, there seems
to be every expectation that a 1sg form should exist and be used, but this expectation is

not met. This is the essence of inflectional defectiveness.

1.3. Paradigmatic gaps as statistical phenomena

While this definition is viable in principle, a question often arises in practice about what
it means for there to be no use of a given combination of lexeme and inflectional property
set.'? Speakers are wont to innovate, variation is rampant, and with a sufficiently large
corpus it is possible to find word-forms being used that “fill” many, if not all, defective
paradigm cells. This raises the question of whether paradigmatic gaps are actually a
problem for the grammar, or simply cases of infrequent usage."

Paradigmatic gaps tend to trigger various peculiar reactions from speakers which
signal that gaps represent some grammatical generalization. For example, speakers can

often produce the word-form that would be expected to fill a defective paradigm cell, but

' There is an exceptional class of impersonal verbs, which have only a 3sg form, but they are not relevant
here.

' If speakers need to express the meaning of <POBEDIT’, {1* SING NON-PAST}>, they will use a
periphrastic construction to circumlocute the defective cell, e.g., oderzu pobedu ‘1 will gain a victory’, but
the point here is that this periphrastic pattern is not systematized from one defective lexeme to another or
from one speaker to another, so there is not reason to think that it is grammaticalized.

12 See the GLOSSARY for discussion of use of the terms lexeme and lemma.

" This is not meant to suggest that usage is irrelevant to grammar. This is an ongoing debate regarding the
degree to which grammar and usage (competence and performance) are distinct; Newmeyer (2003) and
Bybee (2006) are two recent high-profile papers on the topic. Here I intend to express only the position
that grammar cannot be entirely reduced to patterns of usage.
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they tend to reject it regardless (Albright 2003, Hetzron 1975, Orgun and Sprouse 1999).
This type of reaction does not apparently happen with infrequent but non-defective
inflectional forms. In fact, new inflected forms of non-defective lexemes tend to be
produced and heard without it even being consciously noticed that they are novel
(Haspelmath 2002). While this example is anecdotal, it suggests that, at the very least,
paradigmatic gaps reflect something about the grammar which cannot be reduced to low
frequency of usage.

So what conclusions should be drawn when word-forms that fill supposedly
defective paradigm cells are attested? I suggest that “non-use” should be interpreted in
statistical, rather than absolute, terms. The following discussion uses the English example
of FOREGO to outline an interpretation of paradigmatic gaps as relative non-use. It is
meant only to give the flavor of the argument, but the line of argumentation is nothing
more than basic statistical reasoning, and should be familiar to most readers. CHAPTER
6 implements the principle for Russian in a more rigorous manner.

The verb FOREGO (spelled alternatively forego or forgo) is commonly considered
to have a paradigmatic gap in the past tense (e.g. Frampton 2001). Relevant to the
existence of a gap, but probably not the end of the story, is the fact that there are two
forms, forewent and foregoed, that directly compete. For many native speakers of
English, neither form sounds natural. In April 2006 the web search engine Google
produced 123 examples in which the same person wrote multiple past tense forms of the
verb, including the examples in (5). Such examples suggest speaker uncertainty regarding

the “correct” form.
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(5) Speaker insecurity in using the past tense of forego

a. I for-what? I want the past tense of “forgo”. I forwent? I forgone? I

forleft? Anyway, I avoided reading the bio of Zelda Fitzgerald.

b. I got it installed, but I foregoed (forewent?) the IIS install for now.

c. What’s the 1% person past tense of “to forego?” As in, “I fore**** that
opportunity last week.” Forgoed? Forwent? Or something else? I’'m
boggled by this verb.

d. Because of the fussiness of the decals, I forgoed....forewent....err...

didn’t put on any of the small stencil decals.

A

If the past tense of this verb is necessary, speakers often avoid the issue by finding a

circumlocution (see (5a) and (5d)). Consistent circumlocution is indicative of a

paradigmatic gap in the past tense of this verb (the other definitional criteria are met).

The question here is the consistency with which speakers circumlocute. Table 4

through Table 6 estimate the usage of forms of GO, UNDERGO, and FOREGO, based on two

sources — attestation in the British National Corpus and hits returned by Google.

source go goes went goed gone going TOTAL
British | 83,770 14,536 45,872 1 18,455 62,663 225,297
National | 37.2% 6.5% 20.4% 0% 8.2% 27.8% 100.1%
Corpus 43.7% 20.4% 36% o

Google | 6.32bill | 657 mill 414 mill 1.86 mill | 302 mill 1.1bill | 8.795 bill
71.9% 7.5% 4.7% 0.02% 3.4% 12.5% 0

79.4% 4.7% 15.9% 100.02%

Table 4: Some frequency information about the English verb Go
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source | undergo | undergoes | underwent | undergoed | undergone | undergoing | TOTAL
British 613 123 550 0 570 582 2,438
National | 25.1% 5% 22.5% 0% 23.4% 23.9% 99.9%
Corpus 30.1% 22.5% 47.3% e
Google | 55mill | 13.3 mill | 20.7 mill 395 31.9 mill 50.9 mill 17.18 mill
32% 7.7% 12% 0.0002% 18.6% 29.6% 99 9,
39.7% 12% 48.2% o
Table 5: Some frequency information about the English verb UNDERGO
source for(e)go | for(e)goes | for(e)went | for(e)goed | for(e)gone | for(e)going TOTAL
British 197 4 0 0 26 13 240
National | 82.1% 1.7% 0% 0% 10.8% 5.4% 100%
Corpus 83.8% 0% 16.2% ’
Google | 12.5mill | 690,000 147,500 950 4.71 mill | 41.62 mill | 59.668 mill
21% 1.2% 0.2% 0.002% 7.9% 69.8% 100.1%
22.2% 0.2% 77.7% o

Table 6: Some frequency information about the English verb FOREGO

In the British National Corpus, both GO and UNDERGO have past tense forms

representing slightly more than 20% of total lexeme frequency. At the same time, the

corpus does not contain a single example of forgoed, foregoed, forwent, or forewent.

Considering that the British National Corpus (BNC) contains one hundred million words

(90% text, 10% speech), this is a notable absence, and it provides apparent support for the

conclusion that there is absolute non-use, and thus a gap, in the past tense of FOREGO.

However, difficulty arises when we consider a larger sample. Google produced

147,500 page hits for forewent and forwent combined, and 950 hits for foregoed and

forgoed. Does this mean that FOREGO does not have a paradigmatic gap in the past tense?

It would be counterintuitive to conclude based on a single example that the relevant
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paradigm cell is not, in fact, defective. But at what point do we have a sufficient number
of examples to draw this conclusion? Are 148,450 hits enough?

I argue that the absolute number of attested examples of a particular inflected
form is irrelevant to the question of whether the paradigm cell in question is defective. It
is the comparison of observed to expected frequency that is important. 148,450 page hits
for forego/forgo/forewent/forwent is in absolute terms a large number of examples that
fill the gap. But if we assume that the results of the Google searches are a reasonable
reflection of patterns of usage (perhaps a questionable assumption but one that is
sufficient for present purposes), the past tense constitutes only 0.2% of total uses of the
lexeme FOREGO. Given that the semantics of the verb are fully compatible with past
tense, and that the past tense is a frequently used inflectional form in English, this is a
significantly lower number of attestations that we might expect. If we (very
conservatively) estimate that English verbs are, on average, used 5% of the time in the
past tense form, we would expect to find almost three million hits for the past tense of
FOREGO (59.7 million attestations of the lexeme * 0.05 = expected frequency of past
tense). In finding only 148,450, we can infer that speakers probably avoid using this
form, and conclude that there is a gap.'* In this sense, a gap is a statistical phenomenon.
The hallmark of a gap is (highly significant) deviation from expected frequency, not the

absolute number of attested tokens.

' This assumes that the difference between the expected and observed frequencies is at least, say, two
standard deviations removed from the mean difference between expected and observed frequency for past
tense forms in the language generally (normalized for number of tokens). This seems very likely to be the
case, but I have not gathered frequency counts for a large sample of English verbs, as would be needed to
demonstrate this.
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A statistical interpretation also highlights a crucial difference between rarely used
but non-defective lexemes and lexemes with paradigmatic gaps. In the latter, the word-
form representing the defective cell is used much less frequently than expected, given the
overall frequency of the lexeme and the relative frequency with which that cell in the
paradigm is used across lexemes. Infrequent usage is a deviation from expectations. By
contrast, in a non-defective lexeme that is overall of low frequency, each word-form is
not expected to be used often. Infrequent usage is thus in line with expectations."> This
further supports the idea that the important metric for identifying defectiveness is the
number of attestations in the context of expectations, rather than the number of

attestations in isolation.

1.4. Summary

This dissertation is about paradigmatic gaps and their relationship to inflectional
structure. CHAPTER 1 provided an introduction to the topic — a definition of the term
paradigmatic gap as it is used in this work. A paradigmatic gap is the non-use of any
form expressing a set of inflectional properties for a particular lexeme, despite the
language normally having a synthetic or systematic periphrastic form expressing that
same set for lexemes in the same class.

Skeptical readers may observe that it is almost always possible to find examples
of word-forms that fill supposed gaps. For example, attestations of Russian pobezu ‘1
will be victorious’ exist, even though the 1sg non-past of POBEDIT’ is widely considered

to be defective. The same is true for foregoed, which is often considered a gap in

' Note the implication here that paradigmatic gaps occur primarily among mid- to high-frequency lexemes.
Paradigmatic gaps among infrequently used lexemes present a significant theoretical problem, especially
for models of language learning, but there is not space here to delve into that issue.
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English. This raises the question of whether there is ever such a thing as true
defectiveness, or whether paradigmatic gaps just represent a fact about language use. |
argue that paradigmatic gaps indicate a property of the grammar, distinct from simple
non-use. The problem of “filled gaps” is easily avoided if usage is defined against
expectations and interpreted in statistical terms — foregoed (pobezu, etc.) occurs far less
frequently than would be expected, given the overall frequency of the lexeme and the
mean relative frequency of the past tense across lexemes.

With this foundation, I now turn to the issues at hand. In CHAPTER 2 I outline
the particular questions that are of importance for this work. CHAPTER 3 lays out my
theoretical framework, including a review of paradigmatic structure as it is relevant to
this work. CHAPTER 4 through CHAPTER 6 present the meat of the original data —
explorations of how paradigmatic gaps in Modern Greek and Russian interact with and
are shaped by paradigmatic structure, and the degree to which paradigmatic gaps are
synchronically motivated by morphological structure. CHAPTER 7 contains brief

closing remarks, including consideration of learning issues.
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CHAPTER 2

WHY GAPS? IMPORTANT QUESTIONS

2.1. More than idiosyncratic exceptions

Paradigmatic gaps represent an obvious challenge to theories of inflectional morphology.
On the one hand, inflectional morphology is highly productive, and speakers easily
produce a complete set of inflected forms for a novel lexeme. On the other hand,
paradigmatic gaps can be transmitted for several generations without the empty paradigm
cell being filled. At first glance, the perpetuation of gaps thus seems to contradict the
productive nature of inflectional morphology, and fly in the face of speakers’ tendency to
generalize.

While this contradiction has long been recognized, defectiveness has not until
recently been a topic of much theoretical interest. This dissertation is the first monograph
on the topic that [ am aware of, and excluding work on pluralia and singularia tantum
nouns, the vast majority of articles concerned with explaining paradigmatic gaps have
appeared in the last few years (e.g., Albright 2003, Baerman and Corbett 2006, Baronian
2005, Fanselow and Féry 2002, Frampton 2001, Hansson 1999, Hudson 2000, Johansson
1999, McCarthy and Wolf 2005, Morin 1995, Orgun and Sprouse 1999, Pertsova 2005,
Raffelsiefen 2004, Rebrus and Torkenczy 2006, Rice 2005, papers in Rice to appear

2007, Torkenczy 2002, Vincent 2005). Most earlier work either mentioned paradigmatic
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gaps only in passing, or used paradigmatic gaps as data in connection with some other
theoretical point, without concern for the theoretical status and causes of the gaps (e.g.,
Eliasson 1975, Fodor 1972, Halle 1973). As a result, a relatively small range of
examples has been the topic of theoretical scrutiny.

Early mentions largely treated paradigmatic gaps as curious but isolated
phenomena that are not particularly revealing of linguistic structure. For example, the
English verb BEWARE has only one form, variously considered to be either a base form or
the infinitive. Fodor (1972:531) notes that “The real generalization about beware is that
it can occur wherever uninflected be followed by an adjective can occur, e.g. in
imperatives, infinitival complements, following modals.” BEWARE has paradigmatic

gaps elsewhere.

(6) Sample constructions allowing BEWARE

Beware of the dog.

Do beware of the dog.

I will beware of the dog.

I will have to beware of the dog.
You must beware of the dog.

oo o

(7) Sample constructions NOT allowing BEWARE — paradigmatic gaps

*John’s bewaring of the dog was unnecessary.

*John bewares of the dog.

*John bewared / bewore of the dog.

*John doesn’t beware of the dog.

*John has bewared / beworn of many dogs in his lifetime.
*John is bewaring of your dog.

*Bewaring of the dog, John circled the yard.

@ ho Ao o
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These seem to have no synchronic motivation. Early studies assumed that most, or all,
paradigmatic gaps are similarly anomalous. For example, Halle (1973) refers to the 1sg
non-past gaps in Russian (Table 1 in CHAPTER 1) as “arbitrary” and “lexical”. The
implication was that the gaps are simply accidental, non-functional historical residue
which do not significantly interact with the inflectional system. Formally, he treated
these gaps with the feature [-Lexical Insertion], meaning that the verb is generated
according to normal, productive inflectional rules, but a lexically specific filter prevents
the generated form from being inserted into syntactic structure. In principle, any verb
could be marked [-Lexical Insertion].

The perception that gaps are not important for morphological theory has probably
been increased by the fact that the most common type of paradigmatic gap — pluralia and
singularia tantum nouns (e.g., SCISSORS has only a plural form in English; INFORMATION
has only a singular) — is semantically-oriented. Semantically-driven gaps are perhaps
interesting for theories of cognition and perception, but they do not interact in significant
ways with morphological structure. As a result, it is not obvious at first glance that
paradigmatic gaps reveal much about morphological structure, and probably as a
consequence, they have traditionally drawn little interest in the context of morphological
theory.

That being said, a central premise of this dissertation is that upon closer
inspection, we find examples of inflectional defectiveness that are, in fact, reflective of
general morphological principles. This idea has only recently gained traction within
linguistics, and the nature of the relationship between defectiveness and morphological

structure is far from understood. But the largest clue that there is some interaction worth
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studying comes from the fact that many examples of paradigmatic gaps are distributed in
the lexicon in such a way that they cannot be adequately described without reference to
principles of theoretical morphology. As a short demonstration of why morphological
theory should pay attention to inflectional defectiveness, I summarize below the
empirical facts of just two cases: gaps paralleling morphophonological alternations in
Spanish (based on Albright 2003), and gaps tied to paradigmatic dependencies in
Icelandic (based on Hansson 1999). While these examples are quite different in the
details, in both cases, distributional facts strongly indicate that the defective lexemes are
neither accidentally nor idiosyncratically defective. Instead, and perhaps
counterintuitively, the Spanish and Icelandic data suggest that at least some paradigmatic

gaps result from the normal functioning of the languages’ inflectional systems.

2.1.1. Spanish: Gaps that parallel morphophonological alternations (based on

Albright 2003)
Albright (2003) distinguishes two types of present tense indicative gaps in Spanish, what
he calls anti-stress gaps and anti-egotistic gaps. Anti-stress gaps are demonstrated below

on the left; anti-egotistic gaps are on the right.

abolir ‘to abolish’ | singular | plural asir ‘to grasp’ | singular plural
1* person * abolimos 1* person * asimos
2" person * abolis 2" person ases asis
3" person * * 3" person ase asen

Table 7: Present tense indicative gaps in Spanish
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For present purposes, the important fact about the Spanish gaps is that they exactly

follow the distribution of morphophonological alternations. These are exemplified in

Table 8, with diphthongization and raising on the left and velar insertion on the right.

sentir ‘to feel’ | singular | plural crecer ‘to grow’ | singular plural
1" person s[jé]nto | s[e]ntimos 1% person cré[sk]jo | cre[s]émos
2™ person s[jé]ntes s[e]ntis 2" person cré[s]es cre[s]éis
3" person s[jénte | s[jéInten 3" person créfsle créfslen
pedir ‘to ask’ | singular | plural
1* person plildo | p[e]dimos
2" person pli]des ple]dis
3" person pli]lde pli]lden

Table 8: Morphophonological alternations in the present indicative of Spanish

The defective lexemes belong to the inflection class which is “most susceptible to
alternations” (Albright 2003:4). For each defective lexeme, gaps are distributed such that
“anti-stress verbs are missing forms where diphthongization and raising occur, while anti-
egotistic verbs are missing the form where velar insertion occurs” (Albright 2003:4).

And the defective lexemes meet the structural conditions for having these alternations.
(Note that the converse is not true; not all lexemes that meet the conditions for alternation
are defective. In fact, only a minority of such items have paradigmatic gaps.)

This distribution creates several interesting theoretical challenges. For example,
Albright convincingly argues that these gaps cannot be adequately described without
reference to word-formation rules (i.e., the conditions for the application of a
morphophonological alternation), so the distributional facts strongly suggest a failure

within the system that generates inflected word-forms. However, because inflectional
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morphology is notoriously productive, most models of morphology are structured such
that inflectional failure is, by design, impossible. For example, Paradigm Function
Morphology relies on the notion of a default realizational rule to guarantee that there is
an inflected form corresponding to each cell in the paradigm (Stump 2001b). And in
Optimality Theory, the EVAL component by definition always produces an optimal
candidate (Prince and Smolensky 2002[1993]). Most models of inflectional structure
would thus be forced to account for the Spanish paradigmatic gaps externally to the
inflectional system, as unmotivated and random exceptions (e.g., via surface filters that
operate after form generation, a la Halle (1973) or more recently Orgun and Sprouse
(1999)). Inasmuch as this is an empirically inadequate solution, examples like the
Spanish gaps present a theoretical challenge and indicate something about the inner
workings of inflectional structure that non-defective (“successful”) forms do not — the

ability of word-form generation to fail.'°

2.1.2. Icelandic: Gaps that parallel paradigmatic dependencies (based on Hansson
1999)

Paradigmatic gaps in Icelandic highlight a different aspect of morphological structure.

Specifically, Icelandic gaps have a distribution that indicates an interaction between

syncretism and defectiveness.

' Albright’s specific proposal, essentially that the grammar does not provide enough information about
whether the alternation should apply, is discussed in Section 2.2.
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In Icelandic, the imperative is formed by adding a coronal suffix plus a subject
pronoun (e.g., [-Y], 2sg’)."” All examples in this section are adapted from Hansson

(1999).

(8) Normal imperative formation in Icelandic
taktu [t"ax-t-y] ‘take!”
syndu [sin-t-Y] ‘show!’
However, a subclass of lexemes have defective imperatives. All defective lexemes have
stems ending in /1l/ or /nn/, but as in Spanish, not all lexemes with these stems have
defective imperatives. There are 34 non-defective forms; based on Hansson (1999) it is

unclear how many are defective. Examples of lexemes with paradigmatic gaps are given

in (9).

(9) Paradigmatic gaps in the imperative

Root Imperative

/vinn/ *[vinty], *[vinty] ‘work!”
/spmn/ *[spinty], *[spimty] ‘spin (thread)!”
/fall/ *[falty], *[falty] “flunk!”

There are thus two empirical facts about the distribution of Icelandic gaps to account for:
first, why the gaps cluster in the subclass of lI- and nn-stem verbs; and second, why only
a subpart of this class is affected. Hansson argues that an explanation of this distribution
rests on a series of generalizations about the imperative and its formal paradigmatic

relationship to the past tense.

' The pronoun can be either a clitic suffix or a full form separate word, the latter being emphatic. Since this
variability has no relevance for the present discussion, I show only imperatives with clitic forms.
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First, the imperative gaps follow the distribution of an unexpected pattern of
allomorphy. In general, if the stem ends in a sonorant + coronal obstruent, the sonorant is

devoiced in the imperative.

(10) Stem allomorphy in the Icelandic imperative

Root Imperative

/smT/ [smty] (< /snT-T'-y/)  ‘swim’
/halT/ [halty] (</halT-T"-y/)  ‘hold’
/mir'T/ [mirty] (< /muT-T"y/)  ‘murder’

Sonorant devoicing does not normally occur in the imperative when the stem ends in only
a sonorant, even where this results in an identical phonetic sequence. For example, the
stem /fel/ ‘hide’ has the imperative form [felty] (< /fel-T-v/), with no devoicing of the
//."® See also ‘show” in (8).

However, the class of roots ending in /1l/ and /nn/ often show the allomorph which
is opposite of this pattern. The phonetic environment should not result in sonorant
devoicing, “But in fact, only a minority of verbs in/...1l/ and /...nn/ display the expected
behavior” (Hansson 1999:112). Of the non-defective verbs in this class, twenty-seven
have sonorant devoicing, and six do not. See (11) and (12), respectively (adapted from

Hansson 1999:112; he does not provide glosses).

'8 Hansson argues that this pattern of stem allomorphy indicates that what appears at first to be a single
imperative formative actually represents two “input allomorphs”. He labels these /T/ and /T"/. In his
notation, /T/ stands for a coronal non-spread glottis obstruent (unaspirated stop or voiced fricative). /T"
stands for a coronal spread glottis obstruent (aspirated stop or voiceless fricative). According to his
analysis, /T" attaches to verbs whose stem “...ends in a cluster of sonorant + /T/...” (108). These are the
conditions for sonorant devoicing. Lack of allomorphy is indicative of the /T/ imperative allomorph. For
the present purposes, nothing rides on this analysis. Only the empirical distribution of sonorant devoicing
is important. But I retain his notation in the examples.
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(11) Verbs with stem-final /...11/ or /...nn/ with ‘expected’ lack of devoicing in the
imperative (complete list)

Root Imperative
/fell/ [felty]

/rell/ [relty]
/toll/ [t"lty]

/K enn/ [c"enty]
/prenn/ [prenty]
/renn/ [renty]

(12) Verbs with stem-final /...Il/ or /...nn/ with ‘unexpected’ sonorant devoicing in
the imperative (not complete list)

Root Imperative
/all/ [filty]

/hell/ [helty]
/krill/ [cilty]
/prinn/ [primty]
/klenn/ [klenty]
/krenn/ [krenty]

Inasmuch as this is the only subclass that displays a different stem allomorph than the
conditioning environment described above would predict, it seems non-coincidental that
the paradigmatic gaps fall within this class. Defectiveness follows the distribution of,
and thus seemingly interacts with, allomorphy. There are some parallels here to Spanish.
But even more interestingly, Hansson argues that within this class, the crucial

factor dividing defective from non-defective imperatives is past tense formation.

As in most Germanic languages, verbs can be grouped into two major classes with
respect to past-tense stem formation. On the one hand, there are the strong verbs,
whose past stem consists of the bare root, which is subject to various ablaut
alternations (mostly vocalic). The other major class is the weak verbs. Although
ablaut-like alternations are also found among verbs of this class, the crucial
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property of weak verbs is that their past stem is formed by adding a coronal suffix

[the same morph as for the imperative]... the past-tense suffix of weak verbs

displays the very same kind of allomorphy alternations as does the imperative

suffix. (Hansson 1999:107)
Stems ending in sonorant + coronal obstruent show devoicing of the sonorant in weak
past tense forms. Stems with final /11/ or /nn/ are often exceptional to this pattern; if there
is devoicing in the imperative there is also devoicing in the past tense (assuming it is a
verb with weak past tense formation). If there is no devoicing in the imperative, there is
no devoicing in the past tense. For weak verbs, the past tense and the imperative are thus
systematically syncretic (Zwicky 1991). For strong verbs there is no syncretism: the past
tense has an ablaut pattern, while the imperative is realized with the coronal obstruent
suffix.

The distinction between strong and weak past tense forms is important because
the key generalization is that within the class of nn- and 1l-stems, the verbs with weak
past tense forms have well-formed imperatives, while the verbs with ablauting past tense
forms have defective imperatives.'’ As Hansson argues, this distribution strongly implies
that paradigmatic gaps are sensitive to paradigmatic dependencies that govern

inflectional word-form generation (e.g., through an interaction of syncretism and

. 20
defectiveness).

1 According to Hansson, only one verb violates this generalization about the distribution: /finn-/ “find’. It
meets all of the criteria for belonging to the group with imperative gaps (it has an nn-stem and a strong past
tense), but it nonetheless has a well-formed imperative: [finty]. He suggests (113) that “The explanation
for the special behavior of this particular verb appears to lie in the fact that it has a unique root allomorphy,
such that the (sub)string [f...nt] does occur elsewhere in its paradigm. This is not true of any of the other
verbs in /...nn/.” This suggests that this lexeme does not participate in the same paradigmatic dependencies
as other lexemes because it is suppletive, further supporting the idea that paradigmatic dependencies are, in
some way, responsible for the Icelandic imperative gaps.

2 One possible interpretation of the data, which differs somewhat from Hansson’s own argument, is that
the entire 1I- and nn-class might be expected to be defective, except that the pattern of systematic
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Overall, the Spanish and Icelandic examples clearly demonstrate that some
examples of inflectional defectiveness are integrated with the functioning of the
morphological system, and that they can reflect different aspects of that system.
Paradigmatic gaps are not (necessarily) the random miscellanea that they were, until quite
recently, typically assumed to be. In the broadest sense, the goal of this dissertation is to

explore what gaps reveal about the functioning of inflectional systems.

2.2. Major themes in the recent literature on paradigmatic gaps

Recognition that inflectional defectiveness is sometimes intertwined with the
morphological system has recently led to a surge of study of paradigmatic gaps. Most of

this literature has taken up four major issues:

e Issue 1: How do we reconcile inflectional (and to a lesser extent derivational)
defectiveness with theories which necessarily always generate a word-form
expressing a given lexeme paradigm cell??' And closely related to this, should
gaps be formally accounted for within the word-formation component, or is
some surface filter required?

This issue has been driven primarily by the structure and popularity of Optimality Theory
(OT). In OT, the EVAL component is responsible for evaluating candidate word-forms,
and it by design always produces an output. But paradigmatic gaps represent cases in

which there is apparently no output. This contradiction must be reconciled. Most of the

debate has centered on whether paradigmatic gaps should be accounted for within EVAL

syncretism allows for a directional relationship (Baerman 2004) in which the imperative takes the form of
the past tense when a weak form is available to serve as the model. This could be formalized as a rule of
referral (Stump 2001b, Zwicky 1985), or possibly using the more recent hypothesis of paradigm linkage
(Stump 2006). It is unclear why allomorphy should trigger defectiveness in the first place, but this would
explain why some lexemes within the nn- and ll-class are affected but not others.

2! See the Glossary for use of the term lexeme paradigm cell.
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itself, with the winning output having no phonological form (the so-called Null Output
(McCarthy and Wolf 2005, Rice 2006) or Null Parse (Prince and Smolensky
2002[1993])), or whether paradigmatic gaps indicate a second set of surface constraints
against which the winning candidate from EVAL is checked, called the CONTROL
component (Orgun and Sprouse 1999). CONTROL acts as a surface filter; the result of
violating a CONTROL constraint is absolute ungrammaticality, i.e., a gap. The
CONTROL component in many respects is an update of classic proposals for lexically

specification of defectiveness (Halle 1973, Hetzron 1975).

e Issue 2: How do we account for the fact that in many cases, the distribution of
paradigmatic gaps can be described in phonological or morphological terms, but
only a subset of the lexemes that meet this description are actually defective? In
other words, why are defective lexemes the minority pattern even within the
smallest definable morphophonological subclass?

In some languages (e.g. Icelandic) it is possible to identify conditions that are both
necessary and sufficient for a lexeme to be defective. However, in many other cases, it is
possible to identify only necessary conditions, and not sufficient ones. A well-known
example of this problem comes from Hungarian.”

Hungarian has gaps in multiple places in the verbal paradigm. Hetzron
(1975:864) lists paradigmatic gaps in the indefinite imperative (marked by -j + person

marker), the potential (‘may X’, marked by -Aat/-het) and the verbal adverb (‘in doing’,

marked by -va/-ve). Torkenczy (2002:314) cites these, and adds the definite imperative (-

22 Several other languages exhibit the same pattern, including Spanish indicative verbs (Albright 2003;
described above), Russian 1¥ person singular verbs (Halle 1973; see Table 1 in CHAPTER 1), and Modern
Greek genitive plural nouns.
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d). If a verb is defective at all, it is apparently missing all of these forms. Below are

examples of paradigmatic gaps in the potential, taken from Torkenczy’s work.

(13) Sample Hungarian verbs with paradigmatic gaps in the potential (also defective
in the jussive, verbal adverb and definite imperative, not shown)

Base form Potential form (‘he/it may’)

csuklik *csuklhat- ‘hiccup’

meghasonlik *meghasonlhat- ‘become disillusioned,
conflict with’

0zonlik *0zonlhet- ‘stream in large quantities’

piroslik *piroslhat- ‘shine red’

fogzik *fogzhat- ‘teethe’

patakzik *patakzhat- ‘gush’

The major generalization is that the expected (but defective) forms would have a C{l,z}C
cluster — the affected lexemes all have stem-final C{l,z}, and the suffixal morphs for the
potential, jussive, verbal adverb and imperative all begin with a consonant. This is a
phonotactically illicit sequence in Hungarian, suggesting that the gaps are tied to the
phonotactic violation.

However, many (most?) verbs with this “underlying” C{1,z}C cluster in the
imperative, potential or adverbial form surface with an epenthetic vowel to break the
cluster (Hetzron 1975:864), a kind of repair strategy (e.g., kot/ + hat — kotolhat- ‘brood
(potential)’).” Only a subset of the C{l,z}C group of lexemes actually has gaps. The
question then is why some word-forms break illicit consonant clusters, while others are

defective, apparently under the same conditions.

3 Torkenczy is confusing on this point. He states that gaps appear because “...there is simply no epenthesis
or deletion within the stem in Hungarian”, yet his own examples clearly show what Hetzron claims is an
epenthetic vowel. It is unclear how these competing arguments should be evaluated.
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There are at least two ways to approach this issue. First, the inability to formulate
precise morphological or phonological criteria that correctly include all defective lexemes
and exclude all non-defective ones has frequently been used to argue that item-by-item
lexical specification of defectiveness is necessary (e.g., see Fanselow and Féry (2002)
and Hetzron (1975) for Hungarian in particular). But specifying each individual lexeme
as defective is often unsatisfactory, because it loses the generalization that affected
lexemes form a morphophonologically unified group. Formally, individual lexical
specification treats any similarities among lexemes as accidental. Alternatively, in some
cases it might be possible to argue that the internal cohesion of the class containing gaps
is illusory. This idea has not been followed for Hungarian, but Albright (2003) shows
that it is viable for Spanish (see discussion in CHAPTER 5). The core aspects of
Albright’s analysis are unique in the literature, and the extent to which this approach can
be applied to other languages is an open question. But at the very least it promises that
defectiveness among a minority of lexemes in a given morphological subclass does not

necessarily require lexical specification. And it raises the following issues:

e Issue 3: Are gaps synchronically motivated by grammar competition and/or

conflict?

Competition-based models of inflection have raised the question of whether
competition is always resolved. Competition-based models vary significantly. For
example, some theories focus on competition at the morphophonological level, e.g.,
competition among inflectional rules to apply based on stem shape and other factors

(Albright and Hayes’ Minimal Generalization Learner (2002) and MacWhinney’s

33



Competition Model (2004)). In other models, competition exists at the morphosyntactic
level, meaning that inflectional rules compete to apply to a stem according to specificity
of the morphosyntactic property set which they realize, a version of the Elsewhere
Condition sometimes referred to as Panini’s Principle (Stump 2001b).

Despite these differences, competition-driven theories have one thing in common:
they virtually entail the possibility that the competition will not always be resolvable,
either because of a direct conflict between grammatical principles (Hudson 2000), or
because there is not enough information available to produce a reliable output (Albright
2003, Baronian 2005). Both types of approach suggest that gaps may arise in a language
as a result lexemes getting “caught in the cross-fire” between two productive but
incompatible generalizations.”*

Paradigmatic gaps that are synchronically motivated by morphological structure
in this way need not be (ad hoc) lexically specified as defective — in principle they fall
out naturally from the competition between morphological rules. For obvious reasons,

this possibility has been very appealing.

e Issue 4: How typologically diverse are gaps?

The extent to which gaps in different languages have common properties is still
largely unknown. As noted above, several languages seem to have gaps that parallel
morphophonological alternations. This includes Modern Greek and Russian, which are
discussed in CHAPTERS 4 through 6. In many languages the morphophonological

conditions for gaps also resist precise description — as in Hungarian it is possible to

2 Of course, this in itself raises the question of why repair strategies sometimes, but not always, apply
under such conditions.
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identify necessary morphophonological conditions, but not sufficient ones, since there are
many non-defective lexemes of the same type. However, a thorough typological study is
still needed in order to determine whether these are typical properties of paradigmatic
gaps, or only properties of the few examples which have garnered theoretical interest.
Fanselow and Féry (2002) and Baerman and Corbett (2006) present preliminary
classifications.

These four issues are interrelated. A model positing lexical specification of
defectiveness is most compatible with (surface) filters, not an account situated within the
word-formation component. However, if gaps are explained as word-forms caught in the
cross-fire between two inflectional rules, this entails an explanation within the word-
formation component. Defectiveness as a minority pattern within its subclass has
typically been considered indicative of lexical specification, but Albright’s paper opens
the possibility that morphophonological competition within the generative system may
provide a more natural explanation. And the typological range of defectiveness speaks to
whether a unitary treatment of gaps is, even in principle, possible.

Among these issues, arguably the most important question to come out of
previous research is whether inflectional defectiveness falls out naturally from
morphological structure if our model of morphology includes inflectional competition.
And if such an explanation is viable, how widely can it be applied? And what is the
nature of that competition? These questions are central to an explanation of gaps because
they have consequences for all other issues surrounding inflectional defectiveness (e.g.,
description within the inflection system vs. surface filters, why gaps affect only a subset

of lexemes, why gaps tend to cluster among low frequency lexemes, why gaps are not
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filled by productive inflection, how gaps are learned, etc.). In this dissertation I take up
this issue, but in contrast to previous research, I focus on the role of the paradigm in
defining/structuring morphological competition. I explore how paradigmatic competition

creates and maintains paradigmatic gaps within Modern Greek and Russian.

2.3. Questions for this dissertation

I focus on two questions that paradigmatic gaps raise for morphological theory in general,
and for paradigmatic theories in particular:

1) Are paradigmatic gaps paradigmatically governed? In other words, is reference
to paradigmatic structure (e.g. implicational relationships that hold between different
cells of the paradigm) necessary to an adequate account of paradigmatic gaps?

2) To what extent can inflectional defectiveness be treated as a byproduct of
paradigmatic structure or other aspects of inflectional word-form generation? How often
must it be lexically specified? (Or, stated differently, how often are paradigmatic cells
stipulated as empty?) Under what conditions? And how do we identify lexically

specified defectiveness?

2.4. Summary

While paradigmatic gaps have traditionally been thought of as semi-random miscellanea
that need to be specified on an item-by-item basis in the lexicon, recent research has
shown that (at least) some gaps seem to be more closely integrated with morphological
structure. Perhaps the most important question stemming from this research is the extent
to which paradigmatic gaps can be treated as a direct product of competing inflectional

patterns. This issue has consequences for our understanding of various aspects of
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inflectional structure. In this dissertation I contribute to this discussion, while focusing
on the relationship between defectiveness and paradigmatic structure, which to date has

received less attention.

37



CHAPTER 3

THEORETICAL FOUNDATIONS: THE PARADIGM

This dissertation hangs crucially on the paradigm, a term which has been subject to
many definitions, and a concept which has been incorporated (or not) into morphological
theory in a variety of ways. Whether an adequate description of one inflectional form
necessitates reference to other inflectionally related forms, the essence of paradigmatic
structure, is currently a central question in morphological theory. At least three camps —
Word and Paradigm (WP) models, closely related analogical models, and a subset of
Optimality Theory known as Optimal Paradigms Theory — argue that there are
systematic co-occurrence restrictions and other paradigmatic effects which demonstrate
that inflected forms are not atomistic, but rather are integrated into a larger inflectional
structure (e.g. Carstairs 1983, papers in Downing et al. 2005, Joseph 2005, Matthews
1972, Stump 2001b, Wunderlich 1995, Zwicky 1985). WP models in particular place
connections between inflectional forms at the center of the theory by positing paradigms
as theoretical constructs and the locus of inflectional structure. Opponents of the
paradigmatic view maintain that paradigms are superfluous and that so-called
paradigmatic phenomena may be explained through other theoretical tools (e.g. Bobaljik
2001, Noyer 1998, Raffelsiefen 2005). In this chapter I give an overview of the
paradigm as a formal construct in inflectional theory (with a heavy focus on WP

models), and the role of the paradigm within a theory of inflectional competition. The
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discussion is by necessity greatly simplified, but it provides a basis for the structure that I

assume in subsequent chapters.

3.1. The paradigm in traditional Word and Paradigm models

We may think of inflectional structure in the pre-generative world as being
fundamentally organized according to two main components — words and paradigms.
Bloomfield’s (1933:223) definition of paradigms is representative: “...English nouns
occur, for the most part in parallel sets of two: a singular noun (4at) and a plural noun
derived from the former (hats). Given one of these, the speaker is usually capable of
producing the other. Each such set of forms is called a paradigmatic set or paradigm.”
This definition shows that Bloomfield (among others) conceptualized the paradigm as a
system of contrasts among concrete forms of the same lexeme. The paradigm was the
vehicle for this system, and the structure used to derive word-forms.”> We might
formalize this approach as follows, using the relationship between hat (cat, mat, wug...)
and hats (cats, mats, wugs...) as our example (this is not Bloomfield’s formalism; it is a

somewhat more modern conception adapted from Bochner (1993) and Haspelmath

(2002)).
(14) /X/ /Xs/
N = N
¢ X b 3 X b
NUM: SING NUM: PLURAL

2 It is unclear whether the inflection class was considered to exist apart from the particular word-forms that
instantiated it; a non-mentalist view of language made this largely a moot point.
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The paradigm was thus a crucial structure; inflected forms are derived (and
predicted) from other inflected forms. But not all words are equally good predictors of
inflectional patterns. For example, a hypothetical Bosnian/Croatian/Serbian (BCS) verb
form mode could be either a third person singular present tense form, belonging to the
pattern for i¢i ‘to go’ (3.SG.PRES ide), or a third person plural present tense form,
belonging to the pattern for raditi ‘to work’ (3.PL.PRES rade). Mode is thus a poor

predictor of inflection class membership.

i¢i ‘go’ SINGULAR | PLURAL raditi‘'work’ | SINGULAR | PLURAL
1°" PERSON idem idemo 1°" PERSON radim radimo
2"’ PERSON ides idete 2"° PERSON radis radite
3%” PERSON ide idu 3%” PERSON radi rade

Table 9: Two BCS verb paradigms demonstrating implicational relationships within paradigms

By contrast, in BCS all of the first and second person forms are excellent predictors; if
we know that the hypothetical verb is modem in the first person singular form, we are
able to absolutely determine all of the other word forms because the first person singular
uniquely signals the inflection class that it belongs to, and by extension all other word-
forms. Forms which share this sort of relationship with inflection classes are
traditionally called principal parts.*® We can thus think of the (pre-generative) paradigm
as the instantiation of a set of implicational relationships between individual word forms
on one level and between words and the more abstract notion of inflectional class on

another.

26 The formal notion of a principal part has recently been resurrected by Stump and Finkel (2006).
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These relationships serve more purposes than simply delineating inflectional

types. For example, they offer an explanation for four-part analogy (15).

(15) A typical example of four-part linguistic analogy

dog : dogs
cCow X
X =cows

Historically, cow had the plural form kine. Speakers arrived at cows because abductive
reasoning led to the conclusion that the implicational relationship in (14) probably holds
for the observed word cow. Innovation is possible here because abductions leak; some
word forms are bad predictors, i.e. they implicate more than one inflectional pattern.
Taking cow as the observation, two patterns were implicated: cow-cows (innovative) and
cow-kine (historical). Either pattern could be abduced, but when abductive logic results
in an innovative pattern (cow-cows), this is analogical change (Andersen 1973, 1978). In
traditional WP models, then, analogy was fundamentally paradigmatic in nature because
abductive reasoning is rooted in connections among inflectional forms and the not-
always-perfect ability to predict from one form to the other.”’

Form-level implicational relationships of this type are still central to analogy-
based morphological theories (Albright and Hayes 2002, Baayen and Martin 2005,
Bochner 1993, Bybee 1985, Daugherty and Seidenberg 1994, MacWhinney and Leinbach

1991, Pierrehumbert 2001, Rumelhart and McClelland 1986, Skousen 1989).

7 Moreover, the prevalence of analogy among inflectionally related forms but its relative paucity among
derivationally related forms indicates that different connections are made across the two types of relations.
This supports the traditional organization according to inflectional but not derivational patterns (Joseph and
Sims 2006).
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3.2. The (lack of a) paradigm in most generative, morphemic theories

3.2.1. Classic generative grammar

Classic generative grammar treated analogy as a deductive rather than abductive logic
process. In deductive reasoning a person starts with a rule, applies it to a particular case,
and produces a result which is in line with the rule; the conclusion is of no greater
generality than the input conditions. In the classic generative approach, analogy is
extension of a rule to a new underlying form, or constriction of a rule so that it no longer
applies to an underlying form. This makes analogy no different than other word
formation processes, except that from a diachronic perspective we can see that the scope
of the generalization has changed over time.

The reconceptualization of analogy as a relationship between underlying and
surface forms generally produces the same result as the pre-generative approach, but with
a different kind of explanatory force. In the (early) generative view, the force behind
analogy lay not in the “leaking” of implicational relations between words and inflection
classes, but in the claim that grammatical systems value simplicity.”® Analogy
represented either the removal of rules of allophonic variation, or extension of rules to

broader conditioning environments.

2% The hypothesis of grammar simplification as motivation for language change has drawn widespread and
justified criticism. See Thomason (1976) for an early argument.
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The issue to which I should like to address myself here is analogical change.
Traditionally visualized as the extension of surface patterns (in terms of
proportional schemata) it has more recently been given another interpretation as
the elimination of arbitrary complexity in the linguistic system... At the back of
this lies a new view about the nature of the concrete process of analogical change
and how it relates to the acquisition and use of language. A proportional view of
analogy fits naturally into a theory of language acquisition based on substitution-
in-frames techniques and equivalent ‘taxonomic’ devices. The idea that analogy
is simplification of grammar jibes better with the idea that language acquisition is
based on a general rule schematism in conjunction with an evaluation measure
which selects the simplest grammar... (Kiparsky 1978:78)

In this reconception there was no longer need for direct relations between surface forms.

Inflectionally related forms were connected by virtue of having the same underlying

form, and it as argued that this connection could be used to account for so-called

paradigmatic effects like analogy without any formal theoretical equivalent to the

paradigm. I describe a modern example of this argument in the following section.

3.2.2. Modern generative, morphemic theories

Modern morphological theories are split with regard to the need for paradigmatic
structure, but most generative, morpheme-based approaches follow the classic generative
approach. To take a single example, input-output relations are still central to most
versions of Optimality Theory (OT) for describing phenomena like paradigm uniformity
(Kiparsky 2000, Wedel 2004).%

In synchronic terms, paradigm uniformity is the lack of a morphophonological

alternation within the paradigm where that alternation would be expected based on

¥ An exception is the recent work of McCarthy (2005), and work that has followed his lead (Downing
2005, Lloret to appear 2004, Rice 2005). McCarthy argues that entire inflectional paradigms are candidate
outputs. This allows McCarthy to account for paradigm uniformity as an output-output effect — a constraint
states that all inflectionally-related forms of the same lemma must be identical.
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phonological criteria.”® For example, in Czech, palatal stops (including nasals) are rarely
followed by the back vowels /o/ and /u/ stem-internally, and there is a general
phonological constraint against the palatal-back vowel sequence.’’ However, word-form
paradigms may have a stem-final palatal stop throughout, even in those oblique forms
that involve suffixes beginning with back vowels, e.g., [ohp-u:] and [ohep-u:m], the
genitive plural and dative plural forms of ohen ‘fire’, respectively (example from
Sturgeon 2003:465).

In a basic OT formulation, it is possible to capture paradigm uniformity effects
by using correspondence constraints, which force some relation between input and
output forms.>> For example, IDENT(1,0) forces inputs and candidate output forms to be
segmentally identical. In OT, the relative ranking of constraints is more important than
the absolute number of violations that a form incurs. Thus, if IDENT outranks phonotactic
constraints, it is more important for the candidate surface form to be faithful to the
underlying form than to comply with phonotactic constraints. As a result, morphological
concatenation leads to phonotactic violations when the juxtaposed sounds are not
generally licit in the language.®®> Importantly, because all inflected forms of a word share

the same underlying root, and have the same constraint rankings, the result is paradigm

%0 The term paradigm uniformity is used in both diachronic and synchronic senses. In language change,
paradigm uniformity is the end-state result of paradigmatic leveling, ““...the complete or partial elimination
of morphophonemic alternations within paradigms” (Hock 1991:168). This sense is obviously related to,
but not coterminous with, the synchronic sense of paradigm uniformity.

! While noting that this is generally true, Short also states that palatals + back vowels are possible in
“expressive” (i.e. derogatory) lexemes (Short 1993:459).

32 Correspondence constraints can also be used to formulate output-output relations, but this is not relevant
here.

33 It is not possible for IDENT to force phonotactic violations except at concatenation boundaries due to the
postulation of Richness of the Base (Smolensky 1996a).
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uniformity. Thus, a direct relationship between inflected forms is not necessarily
required.

There is not space here to explore all of the ways that modern generative,
morphemic approaches have accounted for apparent paradigmatic phenomena without
recourse to formal paradigmatic structure. But the important point is that many modern
theories are like earlier generative approaches in using the paradigm only as a convenient

heuristic — a descriptive tool of linguists but not a theoretical construct.

3.3. The rebirth of Word and Paradigm models

In recent years, some frameworks of morphological study have reincorporated
connections among inflectionally related forms. Hockett (1954) and Robins
(2001[1959]) in many respects were the inspiration for this trend, but Matthews (1972)
was, for all significant purposes, the spark which has led to the current rebirth of Word
and Paradigm accounts. The return to a claim that inflectional structure is
fundamentally organized according to paradigms was driven largely by inflectional
phenomena which seem to require reference to multiple inflectional forms (and/or
inflectional property sets), or for which generating a form without such references misses
significant generalizations.

The relevant data for modern WP models has been various, but has largely
followed a track in which the connections needed between inflectionally related words
are not at the level of surface forms, but at the level of morphosyntactic properties and

stems. It has included paradigm economy (Carstairs 1983), parasitic formations

3 See the following section for short discussion of attempts within Distributed Morphology to describe
syncretism (Bobaljik 2001, Halle 1997, Noyer 1998).

45



(Matthews 1972, Morin 1990) and especially form-meaning mismatches such as

syncretism.”

Syncretism is a cross-linguistically common phenomenon in which two sets of

inflectional properties share the same exponent (see Baerman et al. (2005) for a

typological survey and analysis). Consider the following noun classes from

Bosnian/Croatian/Serbian (BCS).

o-stem masculine pattern (‘window’)

a-stem pattern (‘woman’)

SINGULAR PLURAL SINGULAR PLURAL

NOM prozor prozori NOM zena zene

ACC prozor prozore ACC Zzenu zene

GEN prozora prozora GEN zene Zéna
DAT-LOC prozoru prozorima DAT-LOC zeni Zenama
INSTR | prozorom prozorima INSTR zenom Zenama

o-stem neuter pattern (‘sea’) i-stem pattern (‘thing’)

SINGULAR PLURAL SINGULAR PLURAL

NOM more mora NOM stvar stvari

ACC more mora ACC stvar stvari

GEN mora mora GEN stvari stvari
DAT-LOC moru morima DAT-LOC stvari stvarima
INSTR morom morima INSTR stvari, stvarima

stvarju

Table 10: Four Bosnian/Croatian/Serbian inflectional paradigms

As these examples show, in BCS the form of the dative-locative plural is the same as the

form of the instrumental plural across all inflectional classes, regardless of the form

3> Paradigm economy is the observation that inflected forms of a word are not randomly drawn from the set
of possible forms, i.e. that inflectional classes exist. For example, a language with three accusative singular
suffixes (A, B, C) and three accusative plural suffixes (D, E, F) might be expected to present nine
combinations, but as Carstairs (1983) notes, this is overwhelmingly not the case. All of the lexemes with
accusative singular suffix A may have accusative plural suffix D, and vice versa, with no instantiations of
the remaining combinations: (A, E), (A, F), (B, D), or (C, D). Parasitic formations are inflected words
which have as their stems other inflected forms.
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itself.*® Inasmuch as this syncretism is systematic, it is arguably a distributional fact
which morphological theory needs to capture. Proponents of WP approaches argue that
the paradigm is necessary in order to do so. Zwicky (1985) suggests that syncretism is
indicative of a direct relationship between the syncretic paradigm cells. He proposed
capturing this as a rule of referral, a statement to the effect that the form of the dative-
locative plural is the same as the form of the instrumental plural, and vice versa.

But is it possible to account for syncretism without paradigmatic structure? The
best possibility is to argue that the dative-locative plural and instrumental plural are
identical as a result of having a shared morphosyntactic representation. A shared
morphosyntactic representation could result from either underspecification of
morphosyntactic properties or feature change. In a realizational theory, identical
morphosyntactic properties would then license the same morphological rules, resulting in
syncretism. Noyer (1998) attempts a formulation of this sort within Distributed
Morphology using Impoverishment, which is essentially unidirectional feature changing
based on markedness (change towards the unmarked value). However, Noyer’s account
is an improvement over rules of referral only if there are independently motivated criteria
for markedness values, or significant constraint on feature changing, or both. In a
response to Noyer’s paper, Carstairs-McCarthy (1998) demonstrates that
Impoverishment is neither as constrained as Noyer posits (perhaps no more so than rules

of referral), nor are the markedness values always consistent. Moreover, he argues that

%% The distinction between dative and locative in BCS is largely a historical one. In the modern language
the “dative” and “locative” forms are always identical, with the minor exception of prosodic differences in
a handful of forms by some but not all speakers (Browne 1993). However, it is still part of the BCS
grammatical tradition to distinguish between the dative and the locative. The joint term dative-locative is
used here to reflect that tradition, and to save space (prosodic differences are not orthographically encoded
in BCS). I do not stake a position on whether dative and locative are separate cases.
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Impoverishment is empirically inadequate in some cases, making the wrong predictions
about syncretic patterns. Thus, it is formally possible to account for syncretism without
explicit reference to other inflected forms, but unlike paradigm uniformity and perhaps
analogy, an adequate account of syncretism seems to be most satisfactorily captured by a

direct relationship between inflectional paradigm cells.

3.3.1. Similarities to traditional Word and Paradigm models

In many respects, modern WP models operate under the same fundamental assumptions
as more traditional ones. As Blevins (to appear 2006) notes, the core features of all Word
and Paradigm theories include:
e The postulation that the word is the most basic level at which form is connected to
(inflectional) meaning;
e The claim that inflected word forms are determined, at least in part, by
connections to other inflectional paradigmatic cells;
e Competition for syntagmatic slots;
¢ Panini’s Principle/morphological blocking/Elsewhere Condition/disjunctive
ordering; and
e What Blevins calls “paradigmatic deduction”, the principle that speakers can
interpret inflectional properties despite the absence of an overt marker, or
sometimes because of the absence of an overt marker, because inflectionally
related forms derive their meaning from the paradigmatic oppositions they enter

nto.
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Taking these in turn, the first point means that Word and Paradigm models are
non-morphemic (see Section 3.3.2 for a qualification of this claim). While there may be
correlations between inflectional properties and subparts of words, those subparts do not
inherently carry the relevant inflectional properties. Instead, the properties are inferred
from the presence (or absence) of a marker in relation to the presence/absence of markers
on inflectionally related forms. Coinciding with non-morphemic assumptions are two
other tenets: inflectional morphological rules are process-based and realizational. In
process-based morphology, generation of an inflected word form may include
concatenation but need not — lenition, deletion, ablauting, and a wide variety of other
stem-modifying processes are also formally available. A theory is realizational if the
presence of inflectional properties licenses the application of an inflectional rule. This
means that unlike in many theories (Lieber 1992, Selkirk 1983), rules do not add
inflectional properties. A theory may be realizational but not paradigmatic (e.g.,
Distributed Morphology), but the opposite is much less common. See Stump (2001b) for
discussion of these fundamental differences between inflectional theories.

The nature of the connections between inflectionally related forms has already
briefly been discussed in the context of syncretism and is also the topic of the following
section.

Syntagmatic competition means that the realization of one set of inflectional

properties precludes the overt realization of others that occupy the same slot.>’ These

37 Slots are often represented as positions relative to the stem, e.g. first prefixal position, perhaps because
the most common (or at least most canonical) realization of morphological categories is via affixation.
However, this is a shorthand in WP models, and not a necessary interpretation. In reality, slots are more
abstract, as evidenced by cases where inflectional realization does not involve concatenation. See
Anderson (1992) for an argument that morphological theory needs slots.
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may be disjoint sets, as in the Yimas example from (1) above, repeated as (16).
Remember that in Yimas, the negation marker fa- precludes the overt realization of the
second person singular nominative affix ma-. Wunderlich (2001) treats the (b) example
as a having a gap (!), but in WP terms, this complementary distribution indicates that the
rule prefixing ma- and the rule prefixing ta- occupy the same slot and compete to be

realized.

(16) Nominative agreement affixes in Yimas (Wunderlich 2001:349)
a. ma-na-tpul
28G.NOM-1S8G.AcCC-hit
“You hit me.’
b. ta-pa-tpul
NEG-1SG.ACC-hit
“You didn’t hit me.’
Syntagmatic competition also takes place between inflectional property sets that are in a
superset/subset relation, rather than being disjoint.

Panini’s Principle (Stump 2001b), which goes by several names, states that more
specific examples block more general examples. This is the actual mechanism guiding
syntagmatic competition between various realizations of the same inflectional property
set.

Paradigmatic deduction can be demonstrated with the BCS word muz ‘husband’.
It is interpreted as nominative singular, despite not having an affix marking it as such,

because it is not anything else — not nominative plural (muzevi), not accusative or

genitive singular (muza), not accusative plural (muzeve) or genitive plural (muzeva), or
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any of the other members of the paradigm. It is interpretable as nominative singular by
virtue of its opposition to these forms. Paradigmatic deduction is not restricted to zero-
suffixed forms, however. MuZevi contains an overt morph —ev-i, but in a WP model it
likewise is interpreted as nominative plural not because of this morph, but because of its
opposition to muz, muza, etc. Also see the Yimas example in (16), where the second
person singular nominative value is interpreted under negation, despite the lack of an

overt form.

3.3.2. Differences from traditional Word and Paradigm models

Modern WP models also, in many respects, differ from traditional WP models and differ
from each other. In this section I outline relevant major differences between traditional
WP models and Paradigm Function Morphology (PFM, Stump 2001b), as representative
of a currently popular type of WP model. I closely follow Blevins (to appear 2006).
First, the earlier definition of the paradigm as implicational relations drawn from
inflectional forms has largely shifted to a definition based on inflectional properties.
Spencer’s work represents a typical approach within modern paradigm-based theories: “I
follow contemporary morphologists in appealing to a more abstract notion of paradigm,
one which is at one level of abstraction removed from the list of forms. In this sense, a
paradigm is a definition of the set of morphological contrasts that a given class of
lexemes can make” (Spencer 2004:72). Details of this formulation are given in Section
3.4, but the point here is that the term paradigm has actually become ambiguous — it is

used to represent either the set of word-forms, or the set of morphosyntactic contrasts

51



that those word-forms represent, or both. This conceptual separation of word-forms and
the properties that they express will be important in later chapters.

Second, to call PFM and similar theories Word and Paradigm models is a
misnomer, in a sense, because the fundamental structures for the theory are not
paradigms and words, but rather, paradigms and stems (Anderson 1992, Aronoff 1994,
Stump 2001Db).

Third, Blevins describes modern WP models as hybrids between morphemic and
non-morphemic theories, and the term is apt. While inflectional properties are carried by
the entire word rather than subparts of the word, which makes PFM like other WP
approaches, PFM is unlike traditional WP models in that word-forms are generated from
stems. This makes it impossible to avoid some morphemic assumptions. Thus, it might
be better said that WP models are partially morphemic; only inflection (not derivation) is
clearly non-morphemic.

Fourth, traditional and modern WP models have opposite assumptions about
which is basic — the inflectional class, or the instantiations of it. In traditional WP
models, the inflection class is derived from particular instantiations. In other words, it is
the word-forms which are basic and the classes are, in a sense, epiphenomena. In PFM,
the classes are basic. Stems are marked for membership in a particular inflectional class,
and word forms are generated based on that classification.

Of course, not all current Word and Paradigm theories share these characteristics.
There are several theories which are rooted in whole word forms with patterns abstracted
away from those forms, and in some respects these theories are thus more similar to

traditional WP accounts. They vary quite a bit in the details, but include Janda and

52



Joseph’s theory of morphological constellations (Janda and Joseph 1999), Bybee’s
connectionist-based model (Bybee 1985), Lexical Relatedness Morphology (Bochner
1993), and probably most importantly, a variety of analogical models (Pierrehumbert
2001, Skousen et al. 2002).”*

In many respects I tread a path between stem-based and word-based theories. I
assume that both inflected words and stems are stored in and accessed from the lexicon,
along the lines of the Morphological Race Model (Schreuder and Baayen 1995). Fully
inflected forms are accessed from the lexicon when direct access speeds processing. I do
not have much to say about the conditions under which this is true, but the interested
reader is referred to the psycholinguistic literature on (parallel) dual route models
(Alegre and Gordon 1999, Baayen and Schreuder 1999, Bertram et al. 2000, Caramazza
et al. 1988, Clahsen et al. 1997, Hay 2001, 2003, Jarvikivi et al. 2006, Schreuder and
Baayen 1995).

Assuming that fully inflected words are stored in the lexicon requires me to reject
one common principle of stem-based WP models — that a goal of morphological theory is
to remove redundancy. However, I otherwise assume the basic tenets of PFM, including
that when word-forms are generated (rather than being directly accessed in the lexicon),

this involves operations applying to stems, as described above.

3.4. The structure of modern Word and Paradigm models

As in the previous section, here I focus on paradigmatic structure within Paradigm

Function Morphology (PFM, Stump 2001b), with some contribution from Network

3¥ Construction morphology (Booij 2002) also makes many of the same assumptions about the primacy of
exemplars, but without much of the explicitly paradigmatic approach of the other theories.

53



Morphology (Brown et al. 1996, Hippisley 1999, Hippisley et al. 2004), rather than

discussing the full range of WP models.

3.4.1. Separation Hypothesis: A conceptual distinction between morphosyntactic

properties and morphophonological form

An important feature of modern WP models is a conceptual distinction between
morphosyntactic property sets on the one hand, and morphophonological form on the
other. This is often termed the Separation Hypothesis (Beard 1995). Unbundling form
from meaning in a way that is not possible in an incremental morphemic theory allows
for one-to-many and many-to-one relationships between form and meaning to be
described in a straightforward way.

One way to formalize the Separation Hypothesis is in terms of separate
paradigms. Stump argues that inflectional structure is defined by two paradigms, rather
than one, because

Paradigms can be seen as participating in the definition of two different gramma-
tical domains. On the one hand, paradigms are objects defined by a grammar’s
morphological component: the paradigm of a root R is the inventory of cells that
can be projected from R... In the syntactic domain, paradigms enter into the
definition of phrasal constituents: the paradigm of a lexeme L is the inventory of
syntactic atoms which may instantiate L in phrase structure (Stump 2001a:147-8).
Accepting this view, we can demarcate two formally distinct types of paradigms: the
lexeme paradigm and the stem paradigm.®® The lexeme paradigm, also known as the

syntactic paradigm or content paradigm, contains lexemes paired with morphosyntactic

property sets. It represents syntactic constructs that are morphologically expressed. The

3% The relevant terminology has not been standardized. See the GLOSSARY for the terms and definitions
that I am using.
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stem paradigm, also known as the morphological paradigm or form paradigm, contains
stems paired with inflectional property sets. It represents morphology-internal constructs,
such as inflection class membership and inflectional properties (which may or may not be
the same as morphosyntactic property sets). We may also conceptually include a word
paradigm, which are the actual phonological forms that are the realization of the
combined stem- and lexeme paradigm cells.

These paradigms are linked to each other. Cells in stem paradigms are linked on
one end to corresponding words via inflectional rules, and on the other end to cells in the
lexeme paradigm. Inflectional rules (typically called realization rules in a PFM
framework) specify the mapping between cells of the stem paradigm and inflected words
by dictating the inflectional processes that a stem undergoes, based on inflectional
properties, stem shape and inflection class. Links between stem and lexeme paradigms
specify which cells from the stem paradigm will generate words; every cell in the stem
paradigm which is linked to a cell in the lexeme paradigm will normally result in a word-
form.* Since the lexeme paradigm provides morphosyntactic information, a form
generated from a stem paradigm cell which does not have a link with a lexeme paradigm
cell could not be inserted into syntactic structure because it would be, quite literally, void
of morphosyntactic properties. There is thus no reason for such a word to exist.

The linkages between the lexeme paradigm and the stem paradigm also determine
in large part how morphosyntactic meaning become associated with morphophonological
form. These linkages may connect paradigmatic cells in a variety of ways. In the normal

case, the inflectional properties contained by a cell of the stem paradigm match the

0 Of course, this may not be true in the case of paradigmatic gaps...
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morphosyntactic properties in the respective cell in the lexeme paradigm. As a

demonstration, consider the following paradigms for BCS word prozor ‘window’.*!

Stem paradigm of prozor-

<prozor-, {nom pl}>
<prozor-, {acc pl}>

<prozor-, {gen sg}> <prozor-, {gen pl}>

<prozor-, {dat-loc sg}>
<prozor-, {inst sg}>

<prozor-,{nom U acc sg}>

<prozor-, {dat-loc U inst pl}>

D R— Paradigm linkage
Lexeme paradigm of PROZOR
<PROZOR, {nom sg}> <PROZOR, {nom pl}>
<PROZOR, {acc sg}> <PROZOR, {acc pl}>
<PROZOR, {gen sg}> <PROZOR, {gen pl}>
<PROZOR, {dat-loc sg}> <PROZOR, {dat-loc pl}>
< PROZOR, {inst sg}> < PROZOR, {inst pl}>

Figure 2: A biunique linkage between the lexeme and stem paradigms of the BCS noun PROZOR
‘window’

The solid arrow represents the connection between the lexeme and stem paradigm cells
for the genitive singular. This connection is one-to-one (biunique); the lexeme paradigm
cell <PROZOR, {gen sg}> is connected to a single cell in the stem paradigm, <prozor-,
{gen sg}>. The stem paradigm cell has realizational rules apply to it to produce the word
prozora, and the lexeme paradigm cell supplies the morphosyntactic properties associated

with that word: {gen sg}.** This type of biunique linkage between stem paradigm cells

*! To provide grounding for the terminology introduced in the GLOSSARY, PROZOR is the lexeme, <
PROZOR, {gen sg}> is a lexeme paradigm cell, prozor is the stem, <prozor, {gen sg}> is a stem paradigm
cell, and <prozora, {gen sg}> is a word or word-form.

2 Admittedly, in this case it is ambiguous whether the properties come from the stem paradigm or lexeme
paradigm, but there are other cases (e.g., heteroclisis) where it must be claimed that the lexeme paradigm
provides morphosyntactic properties.
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and lexeme paradigm cells that contain the same properties (in this case, {gen sg}) is the

most normal output of the morphology.

Stem paradigm of prozor-

<prozor-, {nom pl}>
<prozor-, {acc pl}>
<prozor-, {gen sg}> <prozor-, {gen pl}>
<prozor-, {dat-loc sg}>

<prozor-,{nom U acc sg}>

- <prozor-, {dat-loc U inst pl}> e

<prozor-, {inst sg}>
Paradigm linkage --rweee »

Lexeme paradigm of PROZOR
<PROZOR, {nom sg}> <PROZOR, {nom pl}>
<PROZOR, {acc sg}> <PROZOR, {acc pl}>
<PROZOR, {gen sg}> <PROZOR, {gen pl}>
<PROZOR, {dat-loc sg}> < PROZOR, {dat-loc pl}> aE
<PROZOR, {inst sg}> < PROZOR, {inst pl}> <

Figure 3: Syncretism in the BCS noun PROZOR ‘window’

However, the linkages need not connect paradigms in a one-to-one fashion. For
example, one way to analyze syncretism is as a mismatch between the lexeme and stem
paradigms (Stump 2006). In such an analysis, nominal syncretism involves two lexeme
paradigm cells that contain distinct morphosyntactic properties, but share a stem
paradigm cell. Taking prozor again as an example, this linkage may be graphically
represented as in Figure 3. One cell of the stem paradigm, <prozor, {dat/loc U inst pl}>,
is linked to two cells in the lexeme paradigm, <PROZOR, {dat-loc pl}> and <PROZOR,
{inst pl}>, resulting in two words, <prozorima,{dat-loc pl}> and <prozorima,{inst pl}>.
This formalism captures the idea that syncretism represents a distinction at the level of

morphosyntactic properties which is collapsed at the level of morphophonological form.
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In principle, there is virtually no limit to the kinds of linkages that can be made

between lexeme and stem paradigms. For example, a single lexeme paradigm may be

linked to multiple stem paradigms. When these stems belong to different inflection

classes, this is classically known as heteroclisis. The Croatian lexeme DUETE ‘child’

provides an example, modeled after Stump (2006).

dijete ‘child’ SINGULAR PLURAL
NOM dijete djeca
ACC dijete djecu
GEN djeteta djece
DAT-LOC djetetu djeci
INSTR djetetom djecom

Table 11: Paradigm of BCS word DIJETE ‘child’

In the singular, the inflected forms of DUETE follow the o-stem neuter singular pattern,

but in the plural the forms correspond to the a-stem singular pattern. By contrast,.

Compare the forms of DUETE with the o-stem and a-stem inflectional patterns in Table 12

(repeated from Table 10 above). However, the plural forms of DUETE do not behave

morphosyntactically like a-stem nouns.

o-stem neuter pattern (‘sea’) a-stem pattern (‘woman’)
SINGULAR PLURAL SINGULAR PLURAL
NOM more mora NOM zena zene
ACC more mora ACC zenu zene
GEN mora mora GEN zene Z€na
DAT-LOC moru morima DAT-LOC zeni zenama
INSTR morom morima INSTR zenom zenama

Table 12: Two BCS nominal paradigms, repeated
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Nouns following the a-stem morphological pattern typically trigger feminine agreement,
as in (17a),” and nouns following the o-stem neuter morphological pattern trigger neuter
agreement, as in as in (17b). Djeca follows the a-stem morphological pattern, but often
triggers neuter plural agreement, as shown in (17¢).** In short, djeca and the other plural
forms of DUETE represent a mismatch between the morphosyntactic and inflectional

properties.

(17) Examples of verbal agreement for the BCS word dijete ‘child’
a. Neuter plural agreement with morphologically o-stem neuter plural noun
Mora su bila Siroka.
sea- O-STEMNEUT.NOM.PL AUX.3.PL be- NEUT.PL.PAST wide-NEUT.PL
‘The seas were wide.’
b. Feminine plural agreement with morphologically a-stem plural noun
Zene su dosle.
woman-A-STEM.NOM.PL AUX.3.PL arrive-FEM.PL.PAST
‘The women arrived.’
c. Neuter plural agreement with morphologically a-stem singular noun
Djeca su dosla.

child-A-STEM.NOM.SG AUX.3.PL arrive-NEUT.PL.PAST
‘The children arrived.’

* See Sims (2005) for a discussion of the implicational relationships connecting inflectional forms and
agreement in BCS. Summarized, there are two classes of exceptions to the pattern that a-stem morphology
implies feminine agreement. The first comprises dijete and other collectives with a-stem inflectional
morphology in the plural. The second are a-stem masculine nouns, such as kolega ‘colleague’ (feminine
counterpart: kolegica). Together, these exceptions still make up a small percentage of the total a-stem
nouns.

* In reality, the situation is more complex. Some agreement targets, such as verbs, routinely take neuter
plural agreement, but other targets often appear with feminine singular agreement. The pattern seems to
follow the Agreement Hierarchy (Corbett 1991). For a true account of this pattern, we would need to
assume some sort of interference between inflectional and morphosyntactic properties. This is essentially
the approach followed by Wechsler and Zlati¢ (2000) and Kathol (1999).
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In Paradigm Function Morphology terms, this pattern can be described by linking a

singular a-stem paradigm cell to the plural cells of the lexeme paradigm. Here 1 and 2

are used as shorthand for inflection class membership, where 1 = o-stem neuter class, and

2 = a-stem feminine class. Dijet-; thus indicates that the stem dijet- belongs to the o-stem

neuter class.

Stem paradigm of dijet-

Stem paradigm of djec-

<dijet_17
{nom U acc sg}>

<djjet-;, {nom pl}>

<djec-, {nom sg}>

<djec-, {nom pl}>

<dijet-;, {acc pl}>

<djec-,, {acc sg}>

<djec-,, {acc pl}>

P

<dijet-,, {gen sgj>

<dijet-,, {gen pl}>

<djec-p, {gen sg}>

<djec-, {gen pl}>

<dijet-1,{dat-loc sg}>

<dij€l—1,

<dijet-, {inst sg}>

{dat-loc U inst pl}>

<djec-,, {dat-loc sg}>

<djec-,, {inst sg}>

<djec-,
{ dat-loc U inst pl }>

Lexeme paradigm of DIJETE
< DIJETE, {nom sg}> <DUETE, {nom pl}>
< DUETE, {acc sg}> < DUETE, {acc pl}>

P <DIETE, {gen sg}> < DUJETE, {gen pl}>
< DUETE, {dat-loc sg}> | <DUETE, {dat-loc pl}>

<DIJETE, {inst sg}> <DUETE, {inst pl}>

Figure 4: Lexeme and stem paradigms of the heteroclite BCS noun DIJETE “child"

Thus, by conceptually separating morphosyntactic meaning from morphophonological
form, PFM is ideally suited to describe heteroclisis, syncretism and other form-meaning

mismatches.

3.4.2. Default inheritance: Paradigms as nodes in tree structure

Equally important is the idea that stem paradigms are not isolated entities, but rather are
connected to each other in the lexicon via a static information-sharing network. We can

see the need for a network structure by looking again at BCS inflectional patterns:
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o-stem masculine pattern (‘window’) o-stem neuter pattern (‘sea’)
SINGULAR PLURAL SINGULAR PLURAL
NOM prozor prozori NOM more mora
ACC prozor prozore ACC more mora
GEN prozora prozora GEN mora mora
DAT-LOC prozoru prozorima DAT-LOC moru morima
INSTR | prozorom prozorima INSTR morom morima

Table 13: Partially overlapping inflection classes in BCS

In the genitive, dative-locative and instrumental, the neuter o-stems and the masculine o-
stems have the same inflectional exponents. However, the nominative and accusative
morphs are different for neuter and masculine nouns. If we treat inflection classes as
isolated entities, we are forced to posit two classes, and treat the partial overlap as
coincidental. This is intuitively unsatisfactory. However, organizing stem paradigms
into a network structure (technically, a tree graph) with inheritance of inflectional
information allows us to capture that the classes involve some of the same rules of
exponence. The following description closely follows the framework of Network
Morphology (Brown et al. 1996, Corbett et al. 2001, Hippisley 1999).

The relationship between stem paradigms can be represented as a tree in which
the lowest nodes are stem paradigms. The higher nodes may be thought of as paradigms
at greater levels of abstraction (metageneralizations in the terminology of Stump (2001b)
or templates in the terminology of Aski (1995) and Hippisley et al. (2004)). Nodes that
share a mother are more closely related to each other than nodes that do not.*

Mother nodes share information with daughter nodes by default (hence the term

default inheritance hierarchy), unless the daughter node has lexically specified

It is possible to quantify this distance, but there is no need in this work to do so.
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information that is more specific than the information on the mother node, in which case
the information on the local node overrides inheritance. In Figure 5, the information in
bold italics is introduced at that hierarchical node; the information in plain face is

inherited from higher nodes.

x=
x=A x=A
| »y=C y=
z=
x=A x=A ] x=A x=A
y=C y= y=D y=D
z=F z=F q=H q=1

Figure 5: Schematization of information sharing in a default inheritance network

Here, the information ‘x=A’ is inherited by all lower nodes. However, the information
‘y=C’ is not inherited by all daughter nodes of node [1]; node [2] locally one specifies the
information ‘y=L’, blocking inheritance of ‘y=C".

The relationship between mother and daughter notes is not strictly hierarchical —
daughter nodes may inherit from more than one mother node. This means that
contradictory information might, in theory, be inheritable by a single daughter node from
two mother nodes. In this case, it is typically assumed that one mother node has

precedence in feature sharing (Hippisley 1999), thereby maintaining the principle of
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monotonic inheritance.*® This is represented in Figure 6, where node [1] is given

precedence over node [2], as reflected in the inheritance of ‘z=G’ on node [3].

x=
= o |
z=
x=A x=A x=A
y=C y=C 3] z=G
z=E z=G

Figure 6: Inheritance from multiple mother nodes

It is also possible for nodes to specify other nodes as the source from which a particular
form is inherited, even when contradictory to the path of inheritance. This is an
extension of the mechanism of rules of referral. In the network, rules of referral may
operate not only within a given stem paradigm (Zwicky 1985), but also between two any
two nodes in the inheritance hierarchy, and therefore between any stem paradigm cells.
The role of default inheritance networks can be made more concrete by
considering how this system allows for BCS syncretism between dative-locative plural
and instrumental plural (see Table 10 in Section 3.3 above). The account of syncretism

that is represented graphically in Figure 3 in Section 3.4.1 is sufficient to account for any

* However, Hudson (2000) claims that inheritance of contradictory inflectional information leads to the
*amn’t gap in English — a Nixon diamond problem.
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single inflectional class, but it still misses a major generalization: the fact that the same
pattern of syncretism is found in all BCS inflection classes is treated as a coincidence. A
default inheritance hierarchy allows us to capture this larger generalization.

The key information to capture is that the identity of form holds regardless of the
individual form itself; it must therefore be represented in the hierarchy at a level higher
than the level of the inflection class. This may be represented graphically as in Figure 7.

Here, o is a variable that stands for the stem.

<o, {dat-loc pl Uinst pl}>

<oo.stEM»> {dat-loc pl U inst pl}> <orstem, {dat-loc pl U inst pl}>

<O 4.STEM> {dat-loc pl U inst p1}>

<Go.stemmasc, {d-1 pl U ipl}> <co-stem.Nevrs 1d-1pl Uipl}>
<PFOZOY-0o_STEM.MASC> <MO¥-0_STEM.NEUT, <Zen-a.stem, <stvar-.stem,
{d-lpluipl}> {d-lpluipl}> {d-lpluipl}> {d-lplUipl}>

Figure 7: Syncretism in BCS nominal paradigms as a default-inheritance information-sharing
network"’

" Note that this tree is highly simplified for the purpose of demonstration. Fully developed, the final nodes
would be entire stem paradigms, not individual cells, and far more information would need to be
represented on higher nodes to capture the entire pattern of inflection in BCS.
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In the following section I explore how these formal structures — lexeme and stem
paradigms, and information sharing networks — can be used to reframe the traditional WP

notion of the paradigm as a set of implicational relationships.

3.5. A hypothesis regarding the role of the paradigm in defining and structuring

rule competition

A fundamental insight of traditional WP approaches was that inflectional structure
consists of implicational relations that hold between a word-form (or set of forms) and an
inflection class (and thereby other word-forms), and that the abductive logic involved in
identifying implicational relations is not always perfect — a single form may implicate
more than one class. While much of recent WP research has focused on form-meaning
mismatches, and therefore the indirect connection between morphosyntactic properties
and morphophonological form, I hypothesize that our theory of inflection still needs to
include implicational relations holding within the paradigm — whether that be at the level
of the stem paradigm or the lexeme paradigm. My goal is to define a formal concept of
paradigm predictability — the degree to which inflectional information associated with
any given cell in the stem paradigm can be predicted from inflectional information
associated with other cells — that is consistent with the more abstract definition of the
paradigm typically employed by most modern WP approaches (see Section 3.3.2). |
propose to use the inheritance hierarchy for this purpose.

One way to think of paradigm predictability is in terms of rule competition.
Within the context of the paradigm, if a, the word-form realizing inflectional property set

A, is fully predictive of b, the word-form realizing property set B, then the rule that
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applies to generate b can be known absolutely in the context of a. But if a does not fully
predict b (perhaps in one inflection class B is realized by b;, and in another class by b;,
but both classes have a), there is analogical competition for which realization rule should
apply to a stem paradigm cell containing B. However, this presupposes that an
implicational relationship holds such that A is used to predict B. Of course, this need not
be the case, even within analogical theories in which such relations constitute part of
formal morphological structure (e.g., Albright and Hayes 2002, Bochner 1993, Skousen
1989). For example, it might be that the form realizing B is used to predict the form for
A, but not the reverse. Or the two may operate independently. We therefore need a way
to formally identify both the existence of an implicational relationship and any
directionality in that relationship. The inheritance hierarchy provides the structure
needed to do this.

Assume for a moment an overly simple inheritance tree structure, in which
daughters have only one mother, we do not allow rules of referral to circumvent
hierarchical structure, and daughter nodes cannot locally specify information that is
contradictory to information that would be inherited. In such a structure, the information
introduced at the highest nodes represents the information about inflectional form that is
maximally general, shared by the widest range of inflection classes. For example, in the
case of BCS, the syncretism between the dative-locative and instrumental plural cells is
specified on the highest node in the hierarchy because this information is common to all
inflection classes. Correspondingly, information that is introduced at the lowest nodes in
the hierarchy is that which is most unique to a class. Since information is inherited by

default, if overrides are not allowed, information monotonically increases in lower nodes.
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Given this simplification, we can directly interpret the traditional notion of a
principal part in terms of an inheritance hierarchy: at the node at which it is first
introduced, a given inflectional generalization is predictive of all other inflectional
generalizations also present at that node (i.e., all information initially specified at that
node, or inherited from a higher node). This provides a formal definition of implicational
relations — two inflectional generalizations A and B stand in an implicational relationship
such that B predicts A if A is represented on the node at which B is introduced. If both A
and B are introduced at the same node, they will be predictive of each other. Since there
is more total information represented on lower nodes due to inheritance, inflectional
information first introduced at low nodes will be predictive of the most information about
the paradigm. In other words, information introduced at the lowest nodes serves the role
of the principal part: the word-form that belongs uniquely to a single class and which is
therefore a perfect predictor of all other members of the paradigm.*®

Note that while implicational relations traditionally were considered to hold more
or less directly between two concrete word-forms belonging to the same lexeme, within
the inheritance hierarchy, this defines implicational relations in a more abstract way.
Importantly, the information represented on a node need not specify the entire exponence
of a cell. For example, in Figure 7, the information indicates that the dative-locative and
instrumental plurals are identical, but without any information about their exponents in a

given inflection class. This is consistent with a definition of the paradigm based on the

* Actually, we should be able to quantify the degree to which any given piece of inflectional information
associated with stem paradigm cell X is predictive (or predicted from) any other piece of inflectional
information associated with a different cell in the paradigm. In other words, we should be able to define a
principal part as a gradient concept, and attach probabilities accordingly. However, there is not space in
this dissertation to follow this idea, and it will have to be left for future research.
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combinatory possibilities of morphosyntactic property sets, rather than inflectional word-
forms.

The simplified structure above defines a kind of ideal paradigm predictability.
However, the interesting question is what happens when we include more mechanisms
for inheritance, including inheritance by a single daughter from two mother nodes, or
blocking of default inheritance. This is where the idea of rule competition (a.k.a. lack of
paradigm predictability) comes into play. Consider the partial-tree schematic

representation in Figure 8.

X=a
=C X=a
[2] z=f Z=g [1]
X=a X=a X=a
[4] Y=c Y=c [31 Y=d [5]
7=f /=g /=g

Figure 8: Inheritance from multiple mothers potentially leads to lack of paradigm predictability

Here, node [1] is the dominant mother for node [3], and node [3] accordingly inherits
values for Z from node [1]. However, [1] does not specify values for Y, so [3] inherits
“Y=c¢’ from node [2], which is the non-dominant mother. And [4] inherits values for both
Y and Z from this node. The important thing to note is that within this structure, the
information “Y=c’, cannot be used to predict the value of Z, even though values for both

Y and Z are specified at node [2]. This is because the inheritance on [3] of ‘Z=f" is
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blocked by virtue of having another mother (node [1]), from which inheritance has higher
priority. Also, if ‘Z=g’, this cannot be used to predict Y, because Y is not specified at the
same node where Z is introduced (node [1]). This means that there is no implicational
relationship from Z to Y. In short, within the stem paradigm represented by node [3], the
information “Y=c’ neither predicts other inflectional information, nor is it predicted from
it. It is natural to think of this as competition among inflectional rules that realize Y,
based on (lack of) paradigmatic predictability.

Cells that are neither predicted by other cells nor predictive of them (in whole or in
part) are effectively isolated within paradigmatic structure. I call these paradigmatic
weak points. We can hypothesize that paradigm cells that are good predictors of other
paradigmatic cells will have a fundamental, primitive status in the paradigm. (This is,
after all, the premise behind the concept of a principal part). And paradigm cells that can
be predicted from other cells are integrated within paradigmatic structure. However, if
we take the idea of paradigmatic predictability seriously as the determinant of rule
competition, the grammar does not always provide enough information to fully specify
certain cells of the paradigm. And as hypothesized in the preceding discussion, these
cells can be formally identified within a default information-sharing network of stem
paradigms. We can thus use the inheritance hierarchy to define weak points in the
paradigm.

In the following chapter I argue that it is exactly the paradigm cells in Greek
nominal structure that are neither predictive nor predicted from information contained in

the same node that are defective.
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3.6. Summary

The paradigm has not always had a prominent role in morphological theory, particularly
among early generative theories. However, beginning with Matthews (1972) and
especially after Stump (2001b), it has been argued that theories that do not allow for
connections among inflectionally related forms are empirically inadequate; the most
important evidence has involved form-meaning mismatches (e.g., syncretism). This has
led to a resurgence of paradigmatically-based theories of inflection.

Much of recent research in modern Word and Paradigm (WP) frameworks has
focused on capturing the indirect relationship between morphosyntactic properties and
morphophonological form. The newest proposal for this is paradigm linkage (Stump
2006), which posits that inflectional structure is instantiated by paradigms at two distinct
levels — the stem paradigm, which represents the level of inflectional form, and the
lexeme paradigm, which represents the level of morphosyntactic properties. Default
inheritance hierarchies, a kind of static information sharing network, are another major
feature of many modern WP models; they have been proposed as a way to capture the
relative distance between stem paradigms (a.k.a. inflection classes) (Hippisley et al.
2004). Less attention has been given to the implicational relations that constitute the
internal structure of the paradigm, which formed the core of paradigmatic structure in
pre-generative (WP) morphology.

At the end of the chapter I hypothesized that the traditional notion of principal
parts, and more generally the idea of implicational relations within the paradigm, are still
needed within modern WP approaches. I suggest that inheritance hierarchies can be used

to formalize an updated version of paradigm predictability, based on where inflectional
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information is first specified within the hierarchy. Most important here is that if we allow
inheritance from multiple mothers, overrides of default inheritance, and similar measures,
it is possible for structures to arise in which a given piece of inflectional information is
not predictive of, nor predicted by, other information within the paradigm. In the
following chapter I flesh out this hypothesis with a concrete examples, and argue that this
sort of weak point in the paradigm is connected to the existence of genitive plural gaps

among Greek nouns.
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CHAPTER 4

THE PARADIGMATIC STRUCTURE OF MODERN GREEK GENITIVE

PLURAL GAPS

In this chapter I argue that the distribution of paradigmatic gaps in the genitive plural in
Modern Greek cannot be understood without reference to rules of stress placement
among Modern Greek nouns, and that those rules of stress placement must be considered
fundamentally paradigmatic. Modern Greek thus provides evidence that paradigmatic
gaps are dependent upon paradigmatic structure.

The Modern Greek nominal system has four cases: nominative, accusative,
genitive, and vocative, but among these the genitive plural is different from other cells in
the paradigm for at least three reasons. First, there are gaps in the genitive plural.*
Second, although the normal, synthetic genitive form is possible in a wide variety of uses,
a periphrastic prepositional phrase containing an accusative noun phrase is often
preferred. This is true for both singular and plural genitives. Third, the stress of the
genitive plural is governed by a separate generalization than is stress in (most) other
inflected forms.

I show that these three facts are connected. Evidence comes from the distribution

of the genitive plural gaps among Greek nominal inflection classes and a forced choice

* There are also pluralia tantum and singulare tantum nouns. These are (primarily) semantically
motivated, and thus not of concern for the present study. There are also diminutive nouns (ending in —ax: /
-aki) that have gaps in the genitive singular. It is unclear why these gaps exist, but they do not appear to be
connected to the genitive plural gaps since the latter do not occur in diminutive nouns of this type.
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sentence-completion survey of preference for periphrastic or synthetic forms among non-
defective nouns. To jump ahead to the conclusions, the genitive plural gaps in Modern
Greek are closely connected to shifting stress in the genitive plural, and I argue that the
predictability of stress placement (historically) lies at the heart of the Greek genitive
plural gaps.”

To set the stage for the relevant data and formal analysis, I first give an overview
of nominal genitive plural stress in Section 4.1. After presenting evidence of the
connection between stress placement and defectiveness in Sections 4.2 and 4.3, in
Section 4.4 I use a default inheritance hierarchy to formalize an analysis of the genitive
plural gaps based on the (lack of) paradigm predictability of the genitive plural forms of

affected lexemes.

4.1. Overview of genitive plural stress

Stress placement in the Modern Greek genitive plural is best described as a series of
idiosyncratic generalizations left as residue of other changes from Ancient Greek to the
present. Ancient Greek had a pitch accent system. The primary (high) pitch accent was
constrained so as to fall within the last three syllables of a prosodic word, or better, the
last three moras.”’ The genitive plural marker [-6n] was bimoraic, whereas many other
inflectional markers were monomoraic. This difference meant that the genitive plural

showed an accent shift relative to other inflected forms in those lexemes for which accent

% In CHAPTER 5 I argue that stress placement and inflectional defectiveness are less closely connected
synchronically than they appear to have been historically. It is unclear whether stress predictability
synchronically motivates defectiveness. We thus need to strongly distinguish between synchronic and
historical explanations for gaps.

>! Describing accent placement in terms of moras, as opposed to syllables, allows for a better account of
what happens with finite verb forms, but it requires the assumption that a non-final long vowel counts as
monomoraic.
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was generally antepenultimate (giving, for example, nsg jipu-u, gpl pji-up). However, with
the loss of distinctive length in post-Classical Greek, stress placement (the language by
then having shifted from a pitch accent system to a stress accent system) was reanalyzed
as being syllable-based, so that the accent fell within the last three syllables. As a result,
there was no longer a phonological motivation for the difference in stress placement
between the genitive plural and other inflected forms of the same lexeme, since all the
endings were equally monosyllabic. The stress shift in the genitive plural thus became an
idiosyncratic fact about that inflectional form. Borrowings, stress levellings, the collapse
of some inflectional classes, and other historical developments have further diminished
the possibility of making motivated generalizations about stress placement in the genitive
plural form. And the previously diglossic situation in Modern Greek (until the 1970’s),
in which stress patterns more faithful to the accentual placement of Ancient Greek were
given prominence, possibly impeded any widespread leveling of the stress pattern.

The dictionary of the Triantafillidis Institute, Lexiko tis koinis neoellinikis (1998),
identifies 69 inflection classes for Modern Greek nouns, not including singleton classes
or indeclinable nouns. If we group these classes according to shared segmental material
(collapsing differences of gender and stress placement), the number of classes is reduced
to 23. These inflectional classes in turn represent three descriptive types, according to the
stress pattern of the genitive plural form relative to other inflected forms.*

One group, which I will call “type 17, consists of noun classes which always have

columnar stress, including in the genitive plural. Different lexemes may have stress on

32 Neither traditional Greek grammatical descriptions nor theoretical studies of Greek stress use this
grouping into three types. However, these three types are meant purely as a descriptive tool. In the
theoretical discussion in Section 4.4.1 I argue for a somewhat different organization into inflectional
classes. However, here it is easiest to begin with a more traditional classification, for descriptive purposes.
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different syllables (either final, penultimate, or antepenultimate), but for any given
lexeme, it is consistent for all inflected word-forms. An example of each of the non-

singleton type 1 inflection classes is given in Table 14.
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‘greengrocer’ | SINGULAR PLURAL ‘coffee’ SINGULAR PLURAL
NOM povapng povapndeg NOM KOQEG KOPEDSES
manavis manavides kafés kafédes
ACC povapn povapndeg ACC KOQE KOPEDEG
manavi manavides kafé kafédes
GEN Hovapn povapndmv GEN KOQE KOQES®V
manavi manavidon kafé kafédon
‘countess’ SINGULAR PLURAL ‘grandfather’ | SINGULAR PLURAL
NOM KOVTES KOVTNOEC NOM TOTTOVG TATTOVOEG
ké(n)des koé(n)dides pappus pappudes
ACC KOVTE KOVTINOEC ACC OOV TATTOVOE
ké(n)de ké(n)dides pappu pappudes
GEN KOVTE KOV OV GEN OOV TOTTOVOWV
ké(n)de koé(n)didon pappu pappudon
‘mother’ SINGULAR PLURAL ‘fox’ SINGULAR PLURAL
NOM Hopt LOAOEG NOM OAETOD OAETOVOEC
mama mamades alepu alepudes
ACC LoLpLGL HopLdoeg ACC OAETOV OAETOVOEG
mama mamades alepu alepudes
GEN WLOLLLOG LOUAd®V GEN oAETO0g oAETOHO®V
mamas mamadon alepus alepudon
‘relative’ SINGULAR PLURAL ‘corporal’ SINGULAR PLURAL
NOM oLYYEVIG oLYyyeveig NOM dexovéag dEKOVELQ
si(n)genis si(n)genis dekanéas dekanis
ACC oLYYEVT ovyyeveig ACC deKovéa deKavelg
si(n)geni si(n)genis dekanéa dekanis
GEN oLYYEVT OLYYEVOV GEN dexovéa deKOvEDV
si(n)geni si(n)genon dekanéa dekanéon
‘circum-
navigation’ SINGULAR PLURAL
NOM mepimAlong mepiniot
periplus peripli
ACC nepimlov nepimlovg
periplu periplus
GEN mepPimAO mepimA@V
periplu periplon

Table 14: Greek noun inflection classes with genitive plural stress consistently columnar (type 1)




In “type 2 nouns, genitive plural stress is fixed relative to the end of the word.
For some inflectional classes, genitive plural stress is fixed on the final syllable. For
others, it is fixed on the penultimate syllable. The result in both cases is that stress is not
necessarily on the same syllable in the genitive plural as in the other inflected forms, for
which stress is (usually) a lexical property of the stem (Revithiadou 1998). Sometimes
the genitive singular is involved in the stress shift as well. For example, with regard to
the paradigm represented by ayopi / ayori ‘boy’, Holton et al. (1997:65) notes that “these
nouns are always paroxytone... In their genitive singular and plural they move the stress
to the final syllable, with the -1- losing its syllabic value...” In type 2 noun classes,
speakers who know the stress pattern that is general to the noun class should be able to
predict the stress of the genitive plural (and genitive singular) when presented with a new

word of this class.
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‘victory’ SINGULAR PLURAL ‘boy’ SINGULAR PLURAL
NOM vikn viKeg NOM ayopt ayopo
niki nikes ayori ayorja
ACC vikn viKeg ACC ayopt ayoplo
niki nikes ayori ayorja
GEN vikng VIKOV GEN ayopov ayopLv
nikis nikén ayorju ayorjon
‘part’ SINGULAR PLURAL ‘sailor’ SINGULAR PLURAL
NOM uépog puépn NOM vadTng vaOTteg
méros méri naftis naftes
ACC HEPOG uépn ACC vaHTn vaoTeg
méros méri nafti naftes
GEN UEPOLG HepV GEN vaOTn VOUTOV
mérus meron nafti nafton
‘apprentice’ | SINGULAR PLURAL ‘(mental) SINGULAR PLURAL
power’
NOM KAAQOG KOAQPAOEG NOM duvaun duvapLELg
kalfas kalfades dinami dindmis
ACC KAAQO KOAQAOES ACC dvvaun Suvapels
kalfa kalfades dinami dinadmis
GEN KA KAAQAd®V GEN dvvVauNG duvapewv
kalfa kalfddon dinamis dindmeon
‘continent’ SINGULAR PLURAL ‘name’ SINGULAR PLURAL
NOM NmEPOG Nmepot NOM ovopa ovopata
ipiros ipiri onoma ondmata
ACC NmEPO nmeipovg ACC ovopua ovopato
ipiro ipirus onoma ondomata
GEN nreipov nreipov GEN 0VOUOTOG ovoudtav
ipiru ipiron ondmatos onomaton
‘meat’ SINGULAR PLURAL ‘prospects’ SINGULAR PLURAL
NOM KpEQG Kpéata NOM péEA oV péEA ovTa
kréas kréata méllon méllonta
ACC KpEOC KpEoTa ACC UéALOV HEALOVTOL
kréas kréata méllon méllonta
GEN KpEATOG KpedTwv GEN HEAAOVTOG UEAAOVTOV
kréatos kredton méllontos mellénton

Table 15: Greek noun inflection classes with genitive plural stress consistently fixed relative to the

end of the word (type 2)
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The third type includes words for which there is variation within the inflection
class itself. In classes of this type, genitive plural stress placement is not uniformly fixed
relative to the end of the word. Nor is stress placement necessarily columnar, although
lexemes may “accidentally” have columnar stress if the rule of genitive plural stress
placement and the rule(s) governing stress in the other inflected forms independently
designate the same syllable. As a result, stress placement cannot be securely predicted
without historical knowledge. Holton et al. (1997:48-49) provide the following
description of one class of this type — nouns in which the nominative singular is marked

by stem + /as/.

There are two types [of mobile stress patterns], according to the stress of the
genitive plural: (i) those that have a genitive plural with stress on the penultimate
(mostly nouns deriving from the Ancient Greek 3" declension); (ii) those that
have a genitive plural with stress on the final syllable (nouns deriving from the
Ancient Greek 1* declension, but also including some from the 3" declension and
some newer formations). With these exceptions, the stress remains on the same
syllable as in the nominative singular.

Two examples of each inflection class of this type are given below — one example with

shifting stress, and one without — starting with the class described by Holton et al.

79



WITHOUT STRESS SHIFT

WITH STRESS SHIFT

B

‘father’ SINGULAR PLURAL ‘tourist SINGULAR PLURAL
NOM TOTEPOG TOTEPES NOM ToVPIoTOG TovpioTeg
patéras patéres turistas turistes
ACC TOTEPQL TOTEPES ACC TovpioTa TovpioTeg
patéra patéres turista turistes
GEN TOTEPQL TOTEPOV GEN Tovpicta TOVPLOTOV
patéra patéron turista turiston
WITHOUT STRESS SHIFT WITH STRESS SHIFT
‘echo’ SINGULAR PLURAL ‘angel’ SINGULAR PLURAL
NOM avTiAadog avtidalot NOM dyyerog dyyerot
antilalos antilali a(n)gelos a(n)geli
ACC avtilado avtidadlovg ACC dyyelo ayyELOLG
antilalo antilalus a(n)gelo a(n)gélus
GEN avtidalov avTiAalov GEN ayyéAov ayyéAwv
antilalu antilalon a(n)gélu a(n)gélon
WITHOUT STRESS SHIFT WITH STRESS SHIFT
‘mother’ SINGULAR PLURAL ‘hour’ SINGULAR PLURAL
NOM untépa untépeg NOM opa OPES
mitéra mitéres ora ores
ACC untépa untépeg ACC wpa OpEG
mitéra mitéres ora ores
GEN untépag untépmv GEN wpag POV
mitéras mitéron oras orén
WITHOUT STRESS SHIFT WITH STRESS SHIFT
‘iron’ SINGULAR PLURAL ‘face’ SINGULAR PLURAL
NOM cidepo cidepa NOM TPOGMTO TPOCOTO,
sidero sidera prosopo proésopa
ACC cidepo cidepa ACC TPOCWOTO TPOCHOTA
sidero sidera prosopo présopa
GEN cidepov cidepwv GEN TPOGMITOV TPOCOTMV
sideru sideron prosopu prosopon

Table 16: Greek noun inflection classes with variability in genitive plural stress placement (type 3)

As has been noted previously (Revithiadou 1998, Touratzidis and Ralli 1992), the data

entail that stress placement in the genitive plural is sometimes governed by the same




generalization as the stress in other inflected forms (i.e. for type 1), and sometimes by a
separate generalization (i.e. for types 2 and 3). Moreover, for type 3, genitive plural
stress must be lexically specified, due to variation within the class. Any theory which
adequately describes the facts would seem to need to come to these conclusions, although
the formalism and details of the relevant generalizations may vary.

Given that genitive plural stress has this kind of special status in the Greek
inflectional system, it is the most obvious suspect as a potential cause of Greek genitive
plural gaps. In the following sections I explore the relationship between stress and

defectiveness, starting with distributional information.

4.2. The distribution of genitive plural gaps

Although descriptive Modern Greek grammars often note paradigmatic gaps in the
genitive plural of nouns (e.g., Holton et al. 1997), to my knowledge nobody has
previously made a systematic study of their distribution or possible causes. Using two
major Modern Greek dictionaries, Lexiko tis neas ellinikis glossas (Babiniotis 1998,
henceforth LNEG) and the online version of Lexiko tis koinis neoellinikis (1998,
henceforth LKN),53 I identified 2,141 distinct Modern Greek nouns that are marked as
having a genitive plural gap by at least one of the dictionaries. A complete list of these

nouns is given in APPENDIX A.>*

>3 http://www.komvos.edu.gr/dictionaries/dictadv/DictAdvSea.htm

> There was surprisingly little agreement between the two dictionaries about which lexemes are defective
in the genitive plural. Fewer than one fourth (N = 470) of the total number of defective lexemes are
marked as defective in both dictionaries. An additional 212 words are marked in the LKN as having
genitive plural gaps, while the LNEG marks them as having gaps in the entire plural. There are two
examples of the reverse. There are also five nouns which the LKN marks as having genitive plural gaps,
and LNEG marks as having gaps in the entire genitive, and no examples of the reverse. Thus, there are a
total of 689 nouns which both dictionaries agree have gaps minimally in the genitive plural. Of the
remaining 1,452 nouns, 579 genitive plural gaps are unique to the LNEG dictionary, either because the
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These gaps represent a surprisingly large portion of all Greek nouns. The LKN
contains approximately 27,600 lexical entries for nouns, and 1,560 of these entries are
marked as having gaps in the genitive plural. This means that about 5.6% of all nouns in
the language have gaps in the genitive plural, and this number excludes gaps that are in
the entirety of the genitive (usually the lexeme is semantically incompatible with the
genitive), or the entirety of the plural (singularia tantum nouns), or for which the genitive
plural is marked as being “rare” but not a gap.”> To provide some sense of comparison,
consider that the Russian first person singular verbal gaps (e.g. *(ja) pobezu ‘(1) win’) are
one of the most famous cases of inflectional defectiveness. Halle (1973) claims that there
are about 100 gaps in this cell, and these represent only about 60 distinct stems (see
APPENDIX D). In other known cases, paradigmatic gaps exist in at most a few dozen
lexemes. The Modern Greek genitive plural gaps thus seem to be unusual in being so
numerous.

Of the 1,560 genitive plural gaps cited by the LKN (1998), 88.5% occur among
nouns of stress type 3. Excluding indeclinable nouns and singleton classes, only 58% of
all Greek nouns belong to the same inflection classes. Defective lexemes are thus
overrepresented (x’=596.2, p<0.001), suggesting that the variability in genitive plural

stress placement in type 3 classes is connected to the appearance of gaps.

LKN did not have an entry for the lexical item, or more commonly because it does not mark the noun as
having a gap of any type, and 873 gaps are unique to the LKN for the same reasons. For the present work,
I assume that lexemes are defective if they are marked in either dictionary as defective.

> Similar figures are not available for the LNEG, but I have no reason to believe that the results would be
substantially different.
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Noun classes Noun classes with | Noun classes with
with columnar fixed gen.pl stress non-columnar,
stress (type 2) non-fixed gen.pl
(type 1) stress (type 3)
% N % N % N
nouns with gpl gaps 0% 0 11.5% 180 88.5% 1,380
all nouns | 2.9% 790 38.8% 10,588 58.3% 15,883

Table 17: Distribution of nouns with genitive plural gaps vs. all nouns, according to stress type (data

from the online version of the Lexiko tis koinis neoellinikis (1998)) *°

But from this data it is unclear whether the issue is stress placement per se, or
stress shift. The term “stress shift” implicitly compares multiple inflectional forms, and
is thus paradigmatic. But if the relevant issue is solely that the genitive plural is subject
to a different rule of stress placement than are other inflected forms, the distribution of
paradigmatic gaps within an inflection class should show no effect for whether a given
word has stress on the same syllable in the genitive plural and other cells. (Remember
that for type 3 nouns, when genitive plural stress coincides with stress in other inflected
forms, this is “accidentally” columnar because genitive plural stress and stress in other
cells are governed by separate generalizations). By contrast, if gaps are tied to whether
stress in the genitive plural is (potentially) shifted relative to other forms, paradigmatic
gaps should occur primarily in lexemes for which the nominative singular and genitive

plural could have stress on different syllables.

%% This table assumes that the class represented by vixy / niki “victory” in Table 16 is classified as type 2.
According to traditional inflection class distinctions (in which the word-final [-i] is analyzed as an
inflectional marker), this is the correct analysis. However, in Section 4.4 I reanalyze the final vowel as part
of the stem. Since there are other classes with the same formatives if [-1] is part of the stem, and this is the
only ‘type 2’ class with a large number of defective lexemes, there is good motivation for the reanalysis.
This has the effect of merging the vixy class into the type 3 nouns. Thus, under the reanalysis, only 11 type
2 lexemes would have genitive plural gaps (all in the class represented by uépog / méros ‘part’), whereas
1,549 type 3 lexemes would be defective.
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The most course-grained but also easiest way to distinguish the words which
necessarily have the same stress in all forms from those which could have stress on a
different syllable in the genitive plural is to divide them according to whether the nouns
have final or non-final stress in the nominative singular. Stress in Greek nouns is
virtually never on an earlier syllable in the genitive plural than in the other inflected noun
forms. Thus, words with final stress in the nominative singular necessarily have stress on
the final syllable in all inflected forms, including the genitive plural. Words with non-
final stress in the nominative singular potentially have a shift in the genitive plural
towards the end of the word.

When we divide the type 3 nouns in this way, we find that genitive plural gaps
appear exclusively in nouns with non-final stress in the nominative singular. 82.4% of all

. . 2
nouns in the same classes have non-final stress. Again, gaps are overrepresented (=

300.4, p<0.001).
final stress non-final stress
(always “accidentally” (potentially subject to
columnar) gpl stress shift)
% N % N
nouns with gpl gaps 0% 0 100% 1,380
all nouns 17.6% 2,801 82.4% 13,082

Table 18: Distribution of type 3 nouns with genitive plural gaps vs. all type 3 nouns, according to
whether the (expected) form could have a stress shift (data from the online version of the Lexiko tis

koinis neoellinikis (1998))

The data in Table 18 thus indicate that generalizations about Greek genitive plural gaps
should be made at the level of the paradigm. Trying to explain the appearance of genitive

plural gaps with reference only to the genitive plural cell fails to explain why they occur
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only in lexemes with non-final stress in the non-genitive-plural cells. In short, the
distributional data suggest that the important issue is the predictability of stress
placement based on other cells in the paradigm. Type 3 nouns with non-final nominative
singular stress have the least predictable genitive plural stress because they may or may
not have a stress shift in that cell.

Finally, we can identify one more important distributional fact: gaps are not
evenly distributed among type 3 classes, even when final vs. non-final stress is taken into
account. For example, as listed in LKN (1998), the inflection class represented by unzépa
/ mitéra ‘mother’ and wpa / ora ‘hour’ (see Table 16) contains 1,380 genitive plural gaps;
this means that 17.2% of all nouns in this class are defective. By contrast, the inflection
class represented by aidepo / sidero, and zpoowro / prosopo also belongs to stress type 3,
but it contains only twenty-four gaps (0.46% of all lexemes in this class are defective).
And the class represented by avtilalog / antilalos and ayyedog / d(n)gelos has no gaps at
all. A satisfactory analysis should be able to explain this distribution. Given the
preceding discussion, a natural question is whether all type 3 noun classes have equally
(un)predictable genitive plural stress. I return to this issue when I present my formal
analysis of lexical structure in Section 4.4.2. (There I argue that despite outward
similarities, in some type 3 classes the genitive plural cell is less well integrated into
paradigmatic structure, and thus its form is less predictable. Gaps are overrepresented in

these classes.)
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4.3. Avoidance strategies in the genitive plural

The distributional evidence is suggestive, but better evidence of the connection between
stress patterns and defectiveness comes from variation between synthetic and periphrastic
forms. We can hypothesize that paradigmatic gaps represent only one extreme end result
of speakers’ reactions to morphological uncertainty (Albright 2003). Thus, if speakers
find genitive plural stress unpredictable (and thus somehow problematic), I would expect
this to be reflected in speakers’ reactions to lexemes with productive genitive plurals as
well, and not only those that are defective. Greek has ideal conditions to test this
hypothesis.

As alluded to at the beginning of the chapter, in Modern Greek periphrastic
constructions are often used in variation with synthetic genitive (plural) forms. The
periphrastic constructions consist of prepositional phrases containing accusative nouns —
which do not generally have a stress shift.”’ Examples are given in (18) through (20).

(18) a. To édmwoe g Katepivag
To éxose tis Katerinas

It gave the-GEN.SG Catherine-GEN.SG
‘(S)he gave it to Catherine.’

b. To édwoe ot Katepiva
To éxose sti Katerina

It gave to-the-ACC.SG Catherine-ACC.SG
‘(S)he gave it to Catherine.’

>7 Variation between a genitive NP and a bare accusative NP also exists in Modern Greek, as the following
examples show. However, periphrasis is far more common and is the concern of this dissertation.

a. o ogpd TdMpaTOV b. o cepd TdYpaTa
mia seird pidimaton mia seird pidimata
a series leaps.GEN.PL a  series leaps.ACC.PL
‘a series of leaps’ ‘a series of leaps’
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(19)

®

po peyaan pepido tov AoV

mia megali merida tu lati

a large portion the-GEN.SG people-GEN.SG
‘a large portion of the people’

b. o peydin pepida omd tov A0
mia megali merida ap6 ton laod
a large portion from the-ACC.SG people-ACC.SG
‘a large portion of the people’

®

(20) O TIMaviog &ivol GLVOUNALKOS TOV Anpntpn

O Patilos einai sinomilikos tu Dimitri

the Paul is  same-age  the-GEN.SG Demetra-GEN.SG

‘Paul is the same age as Dimitra’

b. O Iadrog elvar cvvopnikog pe Aqpuntpa

O Paulos einai sinomilikos me ti Dimitra

the Paul is  same-age  with the-ACC.SG Demetra-ACC.SG

‘Paul is the same age as Demetra’
In this section I present a study of speakers’ preference for synthetic versus periphrastic
constructions according to stress type (and frequency). If the variability of the genitive
plural stress shift causes speaker insecurity, we would expect to find increased preference

for periphrastic constructions for words with stress type 3, but not for words of types 1

and 2 — a sign of avoidance strategies.

4.3.1. Factors influencing use of periphrastic constructions

Based on grammatical descriptions of genitive usage and the discussion in the previous
sections, several factors may be relevant to whether speakers use a synthetic genitive
plural form or a periphrastic prepositional phrase (Holton et al. 1997, Jannaris 1987,

Joseph and Philippaki-Warburton 1987, Thumb 1964[1912]).
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First, genitive — prepositional phrase variation is tied to formality. Prepositions
such as and/apd ‘from’ are “...often used as a colloquial alternative to the genitive,
particularly the possessive genitive, the genitive of type, the genitive of content, or the
partitive genitive...” (Holton et al. 1997:383). The register difference is closely
connected to the diglossic linguistic situation that Greek maintained until the 1970’s. The
high style, katharevousa, represented an archaized version of the modern language. The
low style, dhimotiki, represented everyday language. While dhimotiki was raised to the
status of the official language in 1976, features of katharevousa have seeped into formal
registers of Greek. Where the genitive and a prepositional phrase are functional
equivalents in the modern language, synthetic genitive use is often associated with
katharevousa and formal registers, periphrasis with dhimotiki and colloquial registers.

Second, different semantic functions are amenable to periphrasis to different
degrees. As seen in (18) above, either a prepositional phrase or a genitive noun phrase is
possible to express the indirect object relation. Similar situations exist for partitives (19),
comparison (20), and a host of other functions. But Greek speakers typically (strongly)
prefer the (b) form in (18), with the periphrasis, to the (a) form, but prefer the (a) form in
(19), with the synthetic genitive form, to the (b) equivalent.

Furthermore, at the extremes only one form or the other may be possible.
Grammars and Greek informants claim that prepositional phrases cannot substitute for
animate possessive genitives (see (21)), genitives governed by verbs,”® any genitive weak
personal pronoun, etc. Likewise, synthetic genitive forms cannot substitute for

prepositional phrases in the locative function.

3% Brian Joseph (p.c.) points out that verbs which subcategorize for genitive tend to be katharevousa forms,
and that a prepositional phrase would therefore produce a register clash.
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(21) a. 1o omitt 1Ng Aovkiog

to spiti tis Lukias
the house the-GEN.SG Lucy-GEN.SG
‘Lucy’s house’

b. *to omitt amd6 TV Aovkia
*to spiti ap6 tin Lukia
the house from the-ACC.SG Lucy-ACC.SG
*‘Lucy’s house’

These are only a few examples of the complex relationship between synthetic and
periphrastic forms that are created by semantic issues. The basic pattern seems to be that
the more prototypical the connection between a form and a particular function, the less
likely it is to allow both the periphrastic and synthetic forms. Thus, animate possessors
cannot be marked periphrastically. Directional and locational functions cannot be
marked with the synthetic genitive form. Most functions, however, lie in the murky
middle ground — inanimate possessors, relations between containers and contents,
partitives, purposives, etc. These allow, to one degree or another, both synthetic and
periphrastic expression.

Third, based on the variability in stress placement across and within inflection
classes, and the strong correlation between gaps and those word forms which are eligible
for a stress shift, | would expect stress to be one of the factors which mediates this middle
ground. The more variable the stress pattern within the inflection class, the more the
periphrastic construction, which avoids the issue of stress placement, may be preferred

This is the primary question of the present study.
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To these issues we may add frequency. There are large literatures on frequency
effects in morphological processing, lexical storage, and morphological change (Alegre
and Gordon 1998, Baayen 1993, Bertram et al. 2000, Butterworth 1983, the papers in
Bybee and Hopper 2001, Caramazza et al. 1988, Hay 2003, Hooper 1976, Phillips 2001,
Schreuder and Baayen 1995, and Stemberger and MacWhinney 1986 are just a few of the
influential works). It would be impossible here to do justice to previous work in this
area, and I have nothing new to suggest about the subtleties of frequency effects.
However, acknowledging that frequency has a pervasive influence, I would expect to find
its effects even in crude measures such as corpus counts of lemma frequency.
Specifically, if generating a genitive plural form is somehow problematic, we might
expect greater use of periphrasis among low frequency lemmas, since these must be
generated “on the fly”. Much psycholinguistic evidence indicates that high frequency
word-forms are stored fully inflected in the lexicon and accessed directly, rather than

being generated each time they are used.

4.3.2. Predictions

To review, I have identified four primary factors that may impact genitive/prepositional
phrase variation in Modern Greek — register, function, stress, and frequency. Register,
function, and frequency are relevant for both the genitive singular and the genitive plural,
while stress relates primarily to the genitive plural. Focusing on stress and frequency, I

set forth three hypotheses regarding genitive plural usage in Modern Greek:
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e For words with type 3 stress, the prepositional phrase will be preferred, more so
than for words with stress types 1 or 2. (competing stress patterns — genitive
plural avoidance).

e For infrequent lexemes, the prepositional phrase will be preferred, more so than
for frequent lexemes (infrequent — genitive plural avoidance).

e High competition and low frequency will interact to have an additive effect,

increasing the likelihood of genitive plural avoidance.

As outlined above, I also expect the use of genitive vs. prepositional phrase to vary
according to the function of the genitive and according to register. However, these issues
are set aside for this experiment. Both function and register are controlled for in the
following data in order to remove their influence from the analysis, to the extent possible.
The logic behind these predictions is that where a morphophonological alternation
occurs within a paradigm, there is motivation for avoidance of the alternation. That
motivation should increase as the predictability of the alternation decreases. In the case
of Modern Greek, a periphrastic prepositional phrase containing an accusative plural
noun phrase is an independently existing alternative to the genitive plural, so avoidance
of the genitive plural is easily accomplished if desired. Moreover, while this study does
not measure the causes of gaps directly, if speakers prefer periphrastic constructions in
exactly the classes where gaps are found, it is reasonable to infer that gaps are the end

result of avoidance of the synthetic form.
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4.3.3. Methodology

I tested these hypotheses through a forced choice task in which subjects completed Greek
sentences by choosing among four possible answers: two genitive noun phrases (one with
normative stress and one without) and two prepositional phrases (one with normative

stress on an accusative noun and one without).

4.3.3.1. Target words

To compose this task, I mined a sample of Modern Greek nouns from the on-line version
of the LKN.” All inflectional classes were represented among the 2,561 lexemes. I then
sorted these words according to the three categories described above: stress type 1 (798
words), stress type 2 (742 words), and stress type 3 (1,021 words).

Words were sorted into two levels of frequency — frequent and infrequent — based
on a combination of lemma frequency in the Hellenic National Corpus (HNC), ® and the
judgments of selected words from one adult native Greek speaker from Athens. This
native speaker rated the nouns on a 7-point Likert scale according to his familiarity with
the words and the frequency with which he uses them. Words which were both within the
top 50 most frequent lemmas for that stress type according to the corpus count and which
received a rating of 7 (“I use this word frequently”) are considered, for the purpose of this
study, “frequent”. Words which had a lemma frequency between 3 and 15 tokens per
million according to the corpus count and which received a rating of 5 (“This word is

familiar, but I use it only rarely”) are considered, for the purpose of this study,

%9 http://kastor.komvos.edu.gr/dictionaries/dictadv/DictAdvTri.htm

5 The Hellenic National Corpus is a 32+ million-word corpus of written Modern Greek which was created
by the Institute for Language and Speech Processing in Greece. The frequency produced by the corpus is
assumed to be representative of the each noun's frequency in written texts. http://hnc.ilsp.gr/statistics.asp

92



“infrequent”. Only words meeting both the Likert and HNC criteria were used in the
study. The result is a binary opposition between frequent and infrequent words, with
words of intermediate frequency discarded.

I further filtered candidate words according to the frequency of the genitive plural
form relative to the rest of the word, as represented in the Hellenic National Corpus. I
eliminated words in which the genitive plural represented less than 2% or more than 25%
of total lemma attestations so as to ensure that idiosyncrasies of particular words did not
become an undue factor in the analysis and that the genitive plural is an attested form,
and thus a possible response.

Finally, all selected target words had non-final stress.

4.3.3.2. Questionnaire composition

With the help of a native Greek speaker, I created thirty-six examples by factorial design,
permuting three factors: 6 levels of genitive function x 3 levels of stress type x 2 levels of
frequency = 36. In the analysis, the data is collapsed across functions, leaving six
examples of each of six stress-frequency conditions.

Each example consisted of a sentential frame with the target noun phrase
removed. Each sentential frame was different, and aimed to create realistic sentences of
the Greek language, such as might be found in a newspaper or other general-audience
literature. In each case, the frame could be completed grammatically by either a synthetic
genitive plural noun phrase, or a prepositional phrase. An additional eighteen examples

were fillers. These eighteen mostly represent functions that in the history of the language
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were realized with the synthetic genitive, but that use is obsolete in Modern Greek, with a
prepositional phrase being the only “natural” choice.

The six functions were abstract object, content, partitive, inanimate possession,
prepositional, and purpose. An example of each function is given below. I chose these
functions because they represent a wide variety of semantics, and because they occur
robustly both in the genitive and in the periphrastic form. See APPENDIX B for all of

the questionnaire materials.

(22)  abstract object

a. m Aon 10V mpofAnudtomv tov
1 lisi ton provlimaton tu
the solution the-GEN.PL problems-GEN.PL his
‘the solution to his problems’

b. m Aon ot0 TpoPApaTd TOV
1 list sta provlimata tu
the solution to-the-ACC.PL problem-ACC.PL his
‘the solution to his problems’

(23)  content

a. o TopEo EVVEN YOVOIKAOV
mia paréa ennéa yinekon
a group nine women-GEN.PL
‘a group of nine women’
b. o mapéa pe evvéa yovaikeg
mia paréa me ennéa yinékes
a group with nine women-ACC.PL
‘a group with nine women in it’
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(24)

(25)

(26)

partitive
a.  pueydhog apliuodg tomv LY OVAOV
meyalos ariOmos ton mixanén

large number the-GEN.PL machines-GEN.PL
‘a large number of the machines’
b.  peydrog apBuog and TIg HUNYoVEG
meyalos ariBmods apo tis mixanés
large number from the-ACC.PL machines-ACC.PL
‘a large number of the machines’

inanimate possession

a. 10 KAop TOV OévIpav
ta klaja  ton 0éndron
the branches the-GEN.PL trees-GEN.PL
‘the trees’ branches’

b. 10 Khopd amd TO dévipa
ta klaja apo ta déndra
the branches from the-ACC.PL trees-ACC.PL
‘the trees’ branches’

prepositional
a. évaAdyo evovtiov tov ATEPYLDV
éna 16yo enandion ton aperyjon

a speech against the-GEN.PL strikes-GEN.PL
‘a speech against the strikes’

b.  évaAdyo evdvrtio oTIC anepyieg
éna loyo enandia stis aperyies
a speech against to-the-ACC.PL strikes-ACC.PL
‘a speech against the strikes’
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(27)  purpose

a.  évo motnpl TOV KPaG1oV
éna potiri  tu krasju
a glass the-GEN.SG wine-GEN.SG
‘a wineglass’

b.  éva mompt yia (T0) Kpaoi
éna potiri yja to krasi
a glass for (the-ACC.SG) wine-ACC.SG
‘a wineglass’

As noted in a previous section, register plays a known role in genitive — prepositional
phrase variation. This study does not explore the role of register, but I attempted to
compose sentences of the same register in order to control for this issue.

Participants chose the best sentence completion from among four choices, each of
which featured the same lexeme. In one choice the target noun was a genitive plural
noun phrase with normative stress.’ One choice was a prepositional phrase with the
target noun appearing in accusative plural, and with normative stress. A third choice was
a genitive plural noun phrase identical to the first choice, except that the target noun had
non-normative stress placement. In the case of nouns from type 1 stress paradigms, this
shift was always within the final three syllables of the phonological word, as required
generally in Greek, but was unmotivated because stress never shifts in these declension
classes. For nouns from stress type 2 and stress type 3 paradigms, the choice with the
non-normative stress presented stress leveling. A fourth choice was a prepositional
phrase with an accusative plural target noun, identical to the second choice except for a

non-normative stress shift on the target noun. Since none of the nouns used in this study

o1 Stress is encoded orthographically in the Greek language, and I assume that speakers write stress where
they would place it in speech.
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had stress shift in the accusative plural, this stress shift was unmotivated for all noun
classes.

Thus, three choices were viable as possible sentence completions — a normative
genitive plural noun phrase, a normative prepositional phrase, and a genitive plural noun
phrase exhibiting stress leveling (for types 2 and 3). By forcing speakers to choose
between these three possibilities (+ one prepositional phrase filler), I was able to test
native Greek speakers’ preference for genitive vs. prepositional phrase according to

frequency and stress type.

4.3.3.3. Questionnaire administration and subjects

I conducted this research partially as a web survey, and partially as a pencil-and-paper
task. While the mediums differed, the materials were identical in each case. Questions
were presented in four different orders and response options were in randomized order.

I recruited participants for the web survey through friends, colleagues and
academic mailing lists known to be read by native Greek speakers. Volunteers for the
pencil-and-paper task were recruited from among the student body at the Aristotle
University of Thessaloniki, primarily through announcements in introductory linguistics
classes and French literature classes.

Thirty-one native Greek speakers completed the survey and qualified to have their
answers included in the analysis. 23 were women, 9 were men. The skew towards
female subjects reflects the reality that students of the French and Linguistics sections at
the Aristotle University of Thessaloniki are overwhelmingly (approximately 90%)

female. There were sixteen participants aged 20-29, including all ten participants
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recruited in Thessaloniki, eight aged 30-39, five aged 40-49 and two aged 50-59. All
participants were college educated or in the process of pursuing an undergraduate degree.
Some had lived their entire lives in Greece; others lived abroad in 2005/2006 when this
study was conducted. All of the included subjects reported speaking at least some Greek
in their daily lives.

These 31 subjects do not include two female and one male subject who had not

lived through adulthood in Greece, and whose answers I therefore discarded.

4.3.4. Results and discussion

The most obvious result of this study is that there are main effects in the predicted
directions for both stress type and lemma frequency.

As shown in Table 19, participants chose the normative genitive plural 76.7% of
the time for frequent words, and 68.8% of the time for infrequent words. Conversely,
participants chose the normative prepositional phrase 21.7% of the time for frequent
words and 26.9% of the time for infrequent words. A chi-squared test shows that

frequency is a significant factor to the level of p<0.01 (x> = 13.208).

gpl NP, periphrasis,
gpl NP, periphrasis, non-normative | non-normative
normative stress | normative stress stress stress
% N % N % N % N
frequent 76.7% 428 | 21.7% 121 1.1% 6| 0.5% 3
infrequent 68.8% 384 | 26.9% 150 | 2.0% 11] 2.3% 13

Table 19: Genitive vs. prepositional phrase according to frequency
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gpl NP, periphrasis,
gpl NP, periphrasis, non-normative | non-normative
normative stress | normative stress stress stress
% N % N % N % N
stress type 1 80.9% 301 | 17.7% 66| 0.5% 21 0.8% 3
stress type 2 73.7% 274 | 24.7% 92 1.3% 51 0.2% 1
stress type 3 63.7% 237 | 30.4% 113] 2.7% 10| 3.2% 12

Table 20: Genitive vs. prepositional phrase according to stress type

A more robust correlation appeared between noun stress type and periphrasis; the data is
given in Table 20. For target nouns with type 1 stress, survey participants chose the
normative genitive plural answer 80.9% of the time, for type 2 stress words — 73.7% of
the time, and for type 3 stress words — 63.7% of the time. An opposite but less robust
effect is seen for the prepositional phrase — 17.7% for type 1 words, 24.7% for type 2
words and 30.4% for type 3 words. A chi-squared test indicates that stress predictability
is a highly significant factor in preference for the synthetic vs. periphrastic form
(p<0.001, x*=38.541).

However, if competing stress patterns promote speakers’ avoidance of the
synthetic genitive plural by causing them to be unsure about their production of genitive
plural forms, we would not expect the effects for frequency and stress type to be
independent of each other. Low frequency and low consistency of stress placement
within the inflection class should have an interactive effect. As can be seen in the

following graph, this is exactly what was found.
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Figure 9. Interaction of frequency and stress predictability as conditioning factors for avoidance of

the synthetic genitive plural form®

Separating the data in this way, we can see that there is no effect for stress type apart
from frequency, or for frequency apart from stress type. However, the combination of
low frequency and type 3 stress entail a strong drop in the preference for the synthetic
genitive plural form.

I interpret these effects as evidence that low frequency and competing stress
patterns together lead speakers to be uncertain about the form of the synthetic genitive
plural and thus to avoid it in favor of the periphrastic prepositional phrase for which noun

stress is the same as in the nominative singular and other forms.

62 The values on the y-axis should be interpreted as follows: 1.0 = 100% selection of the normative genitive
plural form for the given condition, 0 = any combination of the other three choices.
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This result should not be surprising. Language ideology can be a powerful
influence on both language use and perceptions of language use (see, for example,
Blommaert 1999, Schieffelin et al. 1998). Furthermore, there is some evidence that
Greek speakers feel insecure about linguistic features associated with katharevousa.
Hawkins (1979) presents the results of a cloze procedure experiment designed to test the
degree to which speakers are willing to codeswitch between katharevousa (K) and
dhimotiki (D). Among various results, Hawkins concluded that “...speakers would switch
to K for the ‘easier’ levels of phonology/orthography and morphology, but use D at the
more ‘difficult’ levels of lexis and syntax” (169). While Hawkins does not specifically
consider the genitive plural, his work provides some empirical support for the frequent
layman’s claim that Greek speakers do (or at least in 1979 did) feel insecurity over forms
of katharevousa origin, of which the genitive plural is one, and vary their use
accordingly.®®

Moreover, the fact that speakers prefer periphrastic constructions in exactly the
same classes that gaps primarily occur is striking. The best conclusion is that speakers
are uncertain about genitive plural stress placement among low frequency nouns
belonging to stress type 3. As a response, they tend to prefer readily available
periphrastic constructions that allow them to avoid the issue of stress placement. The
extreme result of this behavior is (or at least historically was) paradigmatic gaps in the

genitive plural. In the following section I present a formal analysis of the Greek nominal

53 T am grateful to Grace Fielder for bringing this study to my attention.
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system and show that it naturally captures the relationship between defectiveness and

stress predictability.®*

4.4. A formal analysis of (the distribution of) the Greek genitive plural gaps: A

paradigm predictability model

The distributional and experimental evidence presented in the preceding sections points
towards stress, or more precisely, stress indeterminacy, as the cause of the Greek genitive
plural gaps. It is unlikely to be accidental that gaps occur precisely in the classes in
which speakers prefer periphrastic constructions over (non-defective) synthetic genitive
plural forms, and even less likely to be accidental that these are exactly the classes in
which genitive plural stress is neither always columnar nor always fixed on a certain
syllable relative to the end of the word (e.g. always on the penultimate). Moreover, a
paradigmatic dimension is strongly implicated — only words which could have non-
columnar stress (by virtue of having non-final stress in the nominative singular and other
cells) are ever defective. I therefore conclude that stress predictability in the context of
the paradigm is the issue underlying the distribution of the genitive plural gaps.

I argue that an explanation of (the distribution of) genitive plural defectiveness
lies in understanding, and taking seriously, the sometimes non-correlation of singular
segmental formatives, plural segmental formatives, and prosodic formatives that realize
nominal inflection classes. I introduce the idea of a multidimensional inheritance
hierarchy (MIH) to describe this non-correlation. The central insight of a MIH is that

inheritance hierarchies have traditionally equated nodes in trees with paradigms. This is

64 Again, I argue in the following chapter that the synchronic motivation for the gaps is more complicated.
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sufficient for most languages, where there is typically a strong correlation between, e.g.,
singular and plural forms. However, in Greek these three dimensions cross-cut each
other to an unusual degree. For Greek, a better description can be made if subparadigms
(e.g., only the singular formatives) are allowed to be nodes in the tree.

I begin with an analysis of Greek inflection classes in terms of a multidimensional
inheritance hierarchy, followed by a demonstration of how this structure allows us to

capture the distribution of the Greek gaps.

4.4.1. A multidimensional inheritance hierarchy of Greek nominal classes

Traditional classifications of Greek noun inflection classes fails to account for two facts:
(1) Groupings based on stress patterns crosscut groupings based on segmental patterns.
The latter are typically given priority; stress is described as an internal subdistinction.
However, since both serve as markers of inflectional properties, there is no a priori reason
to prioritize segmental information. (2) Singular and plural inflectional patterns seem to
operate at least partially independently of each other. Neither is strongly predictive of the
other in many cases. This can be seen from Table 21. Traditionally, the so-called theme
vowels are considered part of the inflectional ending in Greek nouns (e.g., the stem for
kalfas is kalf-, rather than kdlfa-). However, if we assume that theme vowels are part of
the stem, we can collapse some of the traditional distinctions, and better capture

similarities between words whose only inflectional differences is in this vowel.*’

% This has one important effect on the classification of nouns into ‘type 1°, ‘type 2’ and ‘type 3’ stress.
The pattern represented by viky / niki ‘victory’ becomes part of the same class as untépa / mitéra ‘mother’
and @pa / ora ‘hour’, and thus is reclassified from type 2 to type 3. See footnote 56 for how this changes
the distribution of gaps among types.
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singular formatives (nom, acc, gen)

e e - =6 | -0G, -0, -0V | -- --, -TQ | ==, ==, OV | -0G, -0G, -0Vg
(-S,--,-- ("a"a's) ('OS’ -0, -ll) ("a"s'ta) (--,--,-ll) (-OS, -0s, -llS)
-10gg, -10&G, -NOMV | KOVTES
(-ides, -ides, -idon) | kontes
povapng | popd
manavis mama
KOPEG OAETOV
kafés alepu
-0£G,-0€G,-0 OV ,
(-des, -des, -don) nomn?ug
pappus
KAAPOG
kalfas
TATEPOG untépa
patéras mitéra
QOAOKOG | Dpa
filakas ora
= ~E6 , ~EG, ~V tovpiotog | vikm
-] - - -
S| Ces-es-om ristas | niki
(5]
g vovTng
g naftis
S ‘-g1g, ‘-81G, ‘-emv | dekovéag | Svvaun
E (“-is, “-is, ‘-eon) | dekanéas | dinami
& -£1G, -€1G, -~V GLYYEVNG
g (-is, -is, -on) si(n)genis
5 mepimAovg avtilorog
:'; -01, -0Vg, -V periplus a(n)dilalos
E (-i, -us, -on) GvOpwmoc
2 anBropos
puérdov
méllon
ovopa
-Td, -Td, ~TOV 4noma
(-ta, -ta, ‘~ton) i
npeas
iréas
TPOCHOTO
présopo
-0, -0, -V oidepo
(-a, -a, ‘-on) sidero
ayopt
ayori
-1, -1, -0V HEPOG
(-i, -i, -on) méros

Table 21: Greek inflectional patterns: Singular and plural formatives
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This format highlights that in some cases there is a unique correspondence
between the singular forms and the plural forms, as for uépog / méros ‘part’, but in many
cases there are two or more classes which share inflectional exponents only in the
singular or only in the plural. For instance, uavafns / manadvis ‘greengrocer’ shares
plural formatives with powd / mama, but not singular formatives. It shares only singular
formatives with a variety of other classes, for example that represented by zepiziovg /
periplus ‘circumnavigation’. Thus, in many cases, inflection classes are overlapping
entities.

The same kind of mismatch can be found when comparing segmental and
prosodic morphs. (Table 22 shows only the plural formatives for reason of space, but a

similar mismatch exists between singular formatives and stress.)
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stress formatives
gpl ...o6# | gpl...ooH gpl gpl gpl ...o0# columnar
...0GH# ...COH gsgugpluaccpl stress
gplugsg | gplugsg throughout
ndzg, -ndeg, -Ndov KOVTEG
(-ides, -ides, -idon) kontes
povapng
manavis
KOPES
kafés
-0gg,-0£G,~0 MV namt(’)ug
(-des, -des, - pappus
don) KAAPaG
kalfas
popd
mama
aAemov
alept
0VpicTag | EUANKOG TOTEPOG
= turistas filakas patéras
%]
o VoG untépa
§ -€G, -€G, OV | naftis mitéra
- (-es, -es, -on) | ,
g apo
S ora
4] vikn
i niki
= .
g dexavéag
S -£1G, -£1G, -EOV dekanéas
E (-is, -is, -eon) Sovapm
i dinami
-€1G, -£1G, -V GLYYEVIS
(-is, -is, -on) si(n)genis
avBpmmog TEPITAOVG
-01, -0VG, -®V anfropos periplus
(-i, -us, -on) avtilodog
a(n)dilalos
puéEAAOV
méllon
-Td, T, ~TOV VoLl
(-ta, -ta, ‘-ton) énoma
npeag
iréas
-0, =0, -V ayopt TPOCOTO oidepo
(-a, -a, -on) ayori prosopo sidero
-1, -1, -0V | péPog
(-i, -i, -on) | méros

Table 22: Greek inflectional patterns: Plural and stress formatives
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I argue that the disconnect between the singular and plural forms and between the
segmental and stress patterns should be represented as a multidimensional inheritance

hierarchy in which singular, plural and stress each occupy a dimension.*®

4.4.1.1. The stress inheritance hierarchy

The nominal stress system can be represented as follows.®’

gpl fixed
gpl = ...o0# gpl = ...60#
[1] - )
gpl = ...oo# gpl = ...oo#
[2] gpl L gsg

P

gpl=..o6#  gpl=..oo# gpl = ...6o#

gpl U gsg gpl U gsg gsg U gpl U accpl
[3] [4] [3]

Figure 10: A default inheritance hierarchy for Greek nominal stress

Node [1] represents inflection classes which have genitive plural stress fixed on the final

syllable. I assume that stems are lexically marked for stress (henceforth: lexical stress),

5 The following analysis has not been computationally implemented, e.g. using the lexical language DATR

(Evans and Gazdar 1996). While this would be the best way to confirm that the hierarchies function as

claimed, due to time constraints verification of this sort will have to be left for future research. Still, I have
every reason to believe that the analysis could be successfully implemented, so this should not diminish the

weight of the argument.
%7 This hierarchy glosses over some details which would be relevant to a full account of Greek nominal

stress, such as the rare case of dexavéag / dekanéas ‘corporal’ and similar words, in which stress appears to

be fixed in the nominative plural and accusative plural, but not in the other forms, including the genitive
plural.

107



and that the information carried by the inheritance hierarchy (henceforth: inflectional
stress) overrides lexical stress, which acts as the default. Lexical stress may fall on any
of the final three syllables of the word, and may, or may not, coincide with stress
assigned inflectionally. Thus, the class represented by node [1] would have lexical stress
in all paradigm cells except the genitive plural. An example that follows the pattern of

[1], and for which inflectional and lexical stress do not coincide, is given in Table 23.

‘tavern’ SINGULAR PLURAL
NOM Tafépva Tafépveg
tavérna tavérnes
ACC Tafépva Tafépveg
tavérna tavérnes
GEN TaPépvog Tafepvav
tavérnas tavernon

Table 23: Example of stress fixed on final syllable in the Greek genitive plural

Node [2] represents inflection classes which likewise have fixed genitive plural stress,

but for these examples it is fixed on the penultimate syllable.

‘friend’ SINGULAR PLURAL
NOM QOAOKOG QOLOKES
filakas filakes
ACC QOLOKO QOLOKES
filaka filakes
GEN QOLOKO QUAOK®OV
filaka filakon

Table 24: Example of stress fixed on penultimate syllable in the Greek genitive plural

Node [3] also represents inflection classes with final stress, but includes the

generalization that the genitive singular and genitive plural have stress fixed on the same
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syllable — in terms of stress placement (but not necessarily segmental material) they are
syncretic. An example is given in Table 25. Note that within the structure given above,
this must be considered an override of default inheritance, because penultimate stress is

the expected inheritance at this node.

‘boy’ SINGULAR PLURAL
NOM ayopt ayopia
ayori ayodrja
ACC ayopt ayopio
ayori ayolrja
GEN ayoplov ayopudv
ayorju ayorjon

Table 25: Example of fixed stress on final syllable in the Greek genitive singular and genitive plural

Node [4] represents the pattern in which stress is penultimate in both the genitive singular
and genitive plural. The similarities between nodes [3] and [4] is captured by their

representation as sisters in the hierarchy.

‘face’ SINGULAR PLURAL
NOM TPOGMOTO TPOCOTA,
prosopo prosopa
ACC TPOGMOTO TPOCOTA,
prosopo prosopa
GEN TPOCONTOV | TPOCHOTWV
prosopu prosdpon

Table 26: Example of fixed stress on penultimate syllable in the Greek genitive singular and genitive

plural

Finally, node [5] is likewise similar, except that the accusative plural is also syncretic

with the genitive singular and genitive plural. An example is shown in Table 27.

109



‘man’ SINGULAR PLURAL
NOM avOpwmog avBpwmot
anfropos anfropi
ACC dvBpomo avBpdmovg
anfropo anfropus
GEN avBpaomov avlponwv
anfropu anfropon

Table 27: Example of fixed stress on the penultimate syllable in the Greek genitive singular, genitive

plural, and accusative plural

This network of stem information captures all major stress patterns in the Greek
nominal inflectional system. The only pattern that is not captured directly is the “type 17
stress pattern (see Section 4.1), in which stress is always columnar. Since I assume that
stems are lexically specified for stress placement, there is no need to overtly specify
columnar stress. It falls out naturally as a result of not being subject to any overriding

inflectional stress pattern.®®

6% Revithiadou (1998) provides a different theoretical treatment of Greek nominal stress. She argues that
differences in genitive plural stress placement indicate a difference in the inherent lexical marking of roots.
In her approach, roots may be lexically marked for stress, unmarked, or marked as unaccentable. Roots
that are lexically marked for stress or as unaccentable have columnar stress throughout the paradigm,
because stem-specified stress trumps stress specified by an inflectional suffix. Suffixal stress marking
dominates in the absence of stem stress. If neither the root nor the suffix carries stress, the default
realization of the stress pattern appears, meaning antepenultimate stress.

Like Revithiadou, I assume that specification of stress placement is an inherent feature of stems, and
that stress in the genitive plural, accusative plural, and genitive singular is sometimes, but not always,
governed by a separate generalization. My account differs, however, in that I assume that all stems carry a
specification for stress placement, and that inflectional stress overrides lexical stress. Revithiadou posits
the opposite: lexical stress overrides inflectional stress. To maintain economy of representation, she posits
that the lexicon contains only one genitive plural morpheme, which specifies word-final stress. This leaves
Revithiadou with the problem of explaining why genitive plural stress is not always word-final. In order to
produce columnar stress in some instances, she must claim that root marking for stress is dominant over
suffix marking for stress, but not all roots are marked for stress.

The two analyses cover equivalent empirical ground, but my approach has two advantages in terms of
evaluating the theory. First, my approach captures the generalization that there is an implicational
relationship between the accusative plural, the genitive singular, and the genitive plural. By treating
inflectional morphemes as isolated lexical entries, Revithiadou’s theory makes these correspondences
formally accidental. Second, my approach allows for the assumption that stress is always marked on the
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The most important aspects of this representation are (a) that it captures
implicational relations between accusative plural, genitive singular, and genitive plural
stress by treating them as syncretic, and (b) it is able to treat these stress patterns as a

kind of syncretism only because information about segmental information is removed.

4.4.1.2. The plural inheritance hierarchy

Another dimension of the hierarchy carries information about plural segmental
formatives, as represented in Figure 11. For reasons of space, the notation has been
simplified greatly, but where three morphs as specified, the first is the nominative plural,
the second is the accusative plural, and the third is the genitive plural. Also, inheritance
is not always specified. But as can be seen, two major generalizations are that the
genitive plural is formed with [...on] (true of all inflection classes), and that the
nominative plural and accusative plural are syncretic (true for all but one inflection class).
These are specified on high nodes, and inherited by lower nodes.

By overlaying the stress and segmental dimensions of the hierarchy, the ways in
which stress and segmental information intersect become apparent. This is represented in
Figure 12 below, which includes example stems that fall into each class. The most
important thing to note here is that Figure 10 neatly captures the degree to which
inflection classes are related along the stress dimension, and Figure 11 does the same for

the plural formatives.” This representation thus allows us to capture all relevant

stem. Revithiadou must assume three different stem types, but without any independent motivation for
these types.

% In terms of a theoretical treatment, there seem to be two possible approaches to representing the
relationship between singular and plural morphs. One possibility is to treat singular and plural as
heteroclite, following Stump (2006). This amounts to treating stems as suppletive; the singular stem would
belong to one inflection class, and the plural stem would belong to another. The singular and the plural
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generalizations that determine inflectional class, without having to relegate stress
information to a subdivision of segmentally-determined inflection classes, and losing the
similarities and differences in stress patterns across these classes.”” However, when those
hierarchies are conflated to form complete stem classes, there is not often a one-to-one
correspondence. Of particular importance here is that two stem paradigms may be
represented by a single node in the plural hierarchy, but multiple nodes in the stress
hierarchy. This is equivalent to inheritance from multiple mothers, which I identified in

Section 3.5 as a major source of paradigm non-predictability.

would each have their own inheritance hierarchies, and be united by being linked to cells in a single lexeme
paradigm. Under this approach, the singular stems of pavafng / manavis and wepiniovg / periplus would
belong to the same inflection class, but the plural stems would belong to different inflection classes.
Another possibility is that one inflection class could be deemed basic, and the source of inheritance for the
other classes. In this approach, zepimlovg / periplus and pavafing / manavis do not belong to the same
inflection class, even in the singular, but they inherit their singular specifications from the same source,
thereby linking them. This approach utilizes a version of rules of referral.

There is no clear reason to choose one approach over the other. The former is problematic because it
posits suppletive stems for most words which are nonetheless usually homophonous. The second approach
is also problematic; it forces one inflection class to be considered primary, without there being any
evidence for such a status, as the target of a rule of referral. In the end, I lean towards the former position
because it simplifies the representation to be able to remove the singular forms, but this is an issue of
convenience more than a theoretical claim.

" This proposal is in the spirit of redundancy rules (Jackendoff 1975). Redundancy rules do not serve a
primary role in the generation of word forms, but capture the degree to which any particular inflection class
is independent of others. In my proposal, this function of generalizing patterns over disparate classes is
carried by the multidimensionality of the inheritance hierarchy.
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genpl = ...ov

genpl = ...ov
nom pl U acc pl

...Vg, ...Vg, ...av

-01, -0VC, -V

-V, -V, -ov -T0l, ~TOl, TV
< -€C, ...EC, ...V -€1G, -€1G, ...V -, -M, -0V -0, -0, -V
— -0&g -&G -€1¢ -€1G
w -0€g -&G -€1g -€1G
-0V -0V -E®V -0V
-0g¢ -noeg
-0¢€g -ndeg
-0V -ndwv

Figure 11: A default inheritance hierarchy for segmental inflection of plural Greek nouns



genitive plural
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Figure 12: A multidimensional default inheritance hierarchy for plural inflection of Greek nouns



4.4.2. The paradigmatic structure of paradigmatic gaps

The hierarchy in Figure 12 provides all of the information needed to capture the
distribution of the Greek gaps in a motivated way.

Remember from Section 4.2 that defective lexemes are not evenly distributed
among type 3 classes. In fact, ninety-eight percent of the paradigmatic gaps in Modern
Greek appear in the inflection classes represented by the shaded cells in Table 21 and
Table 22. Only a small handful occur in other classes, including some classes that have
type 3 stress. Most notably, the type 3 inflection class represented by agidepo / sidero and
Tpocwmo / prosopo contains only 24 defective lexemes. The key question is: What
makes classes like untépa / mitéra, which has lots of defective lexemes, different from
classes like zpoowmo / prosopo, which has very few? In both cases genitive plural stress
placement is not consistent within the class and must be lexically specified (this is the
definition of a type 3 class). To see the difference, we must look more closely at the
inheritance structure. The parts of the hierarchy that are related to the shaded cells in
Table 21 is pulled out of the larger analysis of the inflectional system and repeated as
Figure 13. The same is done for aidepo / sidero and mpocwmo / prosopo in Figure 14

below.
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Figure 13: Inheritance hierarchy for the classes in which 98% of Greek genitive plural gaps occur

I claim that paradigmatic gaps are clustered under nodes [4] through [6] in Figure
13 because within these paradigms the genitive plural is poorly integrated into
paradigmatic structure. A cell is integrated with its paradigm if it is either a good
predictor of other inflectional forms or well predicted by them. The more unique a
particular inflectional marker is to a particular inflection class, the better a word form that
includes that marker is as a predictor of all other forms (it is or is close to being a
principal part). Principal parts are thus a stabilizing force within an inflectional

paradigm, and we can hypothesize that they have a special (basic) status as a result. On
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the other hand, if an inflectional marker is shared by multiple classes, it is a bad
predictor. Bad predictors entail grammar competition by their very nature.

No fewer than three word forms of a given lexeme must be known in order to
fully predict the other inflected forms of a lexeme for each of the three classes under [1] —
the genitive plural, another plural form, and a singular form. In other words, there is no
single principal part, and no particularly good predictors. This many forms is necessary
because of the lack of correspondence between singular segmental patterns, plural
segmental patterns, and stress patterns. And the genitive plural by itself is a particularly
bad predictor; the paradigms under nodes [5] and [6] overlap in the genitive plural with
other paradigms along both the segmental dimension and the stress dimension. Within a
default inheritance hierarchy, this is represented as the lack of a one-to-one linkage
between dimensions.

But importantly, only the genitive plural is badly predicted. From the nominative
plural the accusative plural can be predicted, and vice versa. The same applies to all
three singular formatives. But the genitive plural cannot be predicted from other cells
because of the cross-cutting stress dimension. This lack of both predictiveness and
predictability makes the genitive plural a particularly weak spot in the inflectional
paradigm of these words.

The importance of predictability rather than simply stress variability can be seen
by comparing the fragment of the inheritance hierarchy in Figure 13 with the one in

Figure 14.
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Figure 14: A similar inheritance hierarchy, but without a significant number of gaps

In both cases the segmental characteristics of the inflection class are crosscut by three
stress patterns. But the difference between these two areas of the lexicon lies in the
degree to which the genitive plural is isolated within the paradigm. In Figure 14, the
genitive plural is predictable from the genitive singular. The syncretism of the genitive
singular and the genitive plural along the stress dimension ensures this. Whatever
syllable stress is on in the genitive singular, there is an entailment such that it is also on
that syllable in the genitive plural. Since the genitive plural segmental material is always
predictable from any other cell in the paradigm, this means that within the structure of the

inheritance hierarchy, the genitive plural can be predicted entirely. It is therefore better
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integrated for these classes than for those represented by nodes [4] through [6] in Figure
13.7!

The primary conclusion that we can draw from this analysis is that having type 3
stress is a necessary but not sufficient condition for having gaps. While these two areas
of the lexicon are equal in having multiple genitive plural stress patterns associated with a
single set of segmental formatives, only in the area where we find a great number of gaps
is the genitive plural both a bad predictor and badly predicted. Less predictability and
predictiveness means more paradigmatic competition, and may mean more motivation for
avoidance, and ultimately the appearance of gaps.

Albright (2003) comes to a similar conclusion for Spanish (see Section 2.1.1 for
the data). He argues that gaps in Spanish are caused by low reliability of the relevant
inflectional rules for the defective cell. However, he looks only at predictability based on
a base form (which may or may not be the best predictor), not total degree of integration
of the defective cell within the paradigm. For Greek, the more total picture of the
paradigm is needed; Albright’s analysis would seem to (incorrectly) predict that the area
of the lexicon represented in Figure 14 would also have a large number of gaps.

There are also commonalities with Hansson’s analysis of Icelandic (see Section
2.1.2). In Hansson’s analysis (although not in his terminology), a group of lexemes
would be expected to be defective in the imperative, but defectiveness is blocked by
syncretism between the imperative and the past tense. Likewise, in Greek the type 3

nouns that are not defective are those which exhibit stress-level syncretism between the

! Actually, recall from Table 21 that for the classes in Figure 14 there is a one-to-one correspondence
between the singular and plural segmental patterns. Outside of the genitive plural, there is no overlap with
other paradigms along the segmental dimension. The genitive singular form is thus sufficient to predict not
only the genitive plural form, but all word forms of a given lexeme.
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genitive singular and plural. It thus seems likely that Hansson’s argument could be recast
in terms of paradigm predictability.

In the end, defining competition at the level of the paradigm, and in terms of
predictability rather than variability takes full account of the data. For example, the lack
of gaps in words with final stress throughout the paradigm makes sense under this view.
The genitive plural form of these words is always predictable based on any other
inflected form of the same lexeme, regardless of inflection class membership. And

predictability is an inherently paradigmatic concept. Variability is not.

4.5. Conclusions and summary

In this chapter I have presented a variety of evidence which suggests that the distribution
of paradigmatic gaps in the genitive plural of Modern Greek nouns is closely tied to
generalizations about stress placement in that cell. Paradigmatic gaps present a skewed
distribution; gaps appear in the (segmentally defined) inflection classes with the greatest
variability in the stress pattern, and within those classes, in the forms which could have a
stress shift. Also, via a forced choice task I demonstrated that speakers are most likely to
prefer periphrastic constructions when the synthetic genitive plural form is both low
frequency and belongs to a class which exhibits variability in genitive plural stress
placement. This data suggests that this variability causes Greek speakers to be insecure
about their use of the genitive plural and triggers an avoidance strategy. The best
conclusion is that the genitive plural gaps are (historically) the result of this avoidance.

I presented an analysis in terms of a default inheritance hierarchy. In contrast to

previous accounts of Greek stress and traditional descriptions, I argue that singular
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segmental formatives, plural segmental formatives, and stress formatives should be
classified separately because there is often not a strong correlation along these three
dimensions. The stress and segmental hierarchies combine to determine the inflectional
class of a particular stem.

Separated in this way, it became apparent that the issue is not stress variation per
se, but rather the predictability of stress placement. There are many classes with stress
variability in the genitive plural. Within some (e.g. those in which genitive singular and
genitive plural are syncretic along the stress dimension), the genitive singular serves as a
principal part, from which all other inflected forms and the inflection class generally may
be inferred. These classes have very few paradigmatic gaps. Within other classes, the
genitive plural may not be predicted from nor is predictive of the other inflected forms.
Virtually all gaps fall into this group of inflection classes. Paradigm predictability also
explains the disproportionately low number of gaps among stems with word-final stress.
In these cases, the genitive plural form may be predicted from any other form, regardless
of inflection class membership.

Ultimately, the data strongly suggest that paradigmatic structure must formally
include implicational relations that hold among cells of the paradigm, and that
morphological structure is sensitive to paradigmatic cells that are less well integrated in

this regard, what I call weak points in the paradigm.
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CHAPTER 5

THE MODERN GREEK GENITIVE PLURAL REVISITED:

ON THE POSSIBILITY OF SYNCHRONIC MOTIVATON FOR

INFLECTIONAL DEFECTIVENESS

In CHAPTER 4 I presented an analysis of gaps in the genitive plural of Modern Greek
nouns that was based on the idea of paradigm predictability. I argued that the inflection
classes containing a large number of gaps are exactly those for which the genitive plural
is least integrated into paradigmatic structure. In this way, paradigm predictability
provides a natural explanation for which classes, and which paradigm cell in those
classes, are defective.

At the same time, I tried to sidestep the question of how, exactly, paradigmatic
gaps should be formally represented. This is essentially a question about whether there is
a synchronic connection between stress indeterminacy and defectiveness. The analysis in
CHAPTER 4 should be taken as related to the original motivation for the appearance of
paradigmatic gaps. In both Greek and other languages, the extent to which paradigmatic
gaps continue to be synchronically motivated by those same factors after first appearing
remains an open question. In short, it is unclear whether paradigmatic gaps, like other
aspects of morphology, can be lexicalized.

Some recent studies have implied that inflectional structure must provide

synchronic explanatory force for defectiveness. This claim is typically framed in relation
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to productivity and learnability. For example, in his discussion of the English gap
*amn’t, Hudson (2000:298) states that: “What is needed... is an analysis of the relevant
parts of English that will explain the remarkable stability of this gap. There must be
something about the grammar of English that causes the gap in a way that speakers don’t
need any evidence for it and don’t try to fill it.” Like many linguists who have been
influenced by poverty of the stimulus arguments (Chomsky 1980), Hudson equates
implicit negative evidence with a lack of evidence.”” This leads to the assumption that
there is insufficient evidence to learn *amn 't based on patterns of usage, and as a result,
he concludes that *amn’t can be persistently defective only if grammatical structure
somehow blocks productivity. Otherwise, any “missing” word form should be filled in
automatically, because there is no other way to know that it is defective. Logically, this
argument amounts to a prediction that inflectional defectiveness cannot be lexicalized.
Once paradigmatic gaps have become disconnected from their original causes, there is
(supposedly) no evidence from which lexicalized gaps can be learned, and they therefore
should not be able to persist.

In this chapter I challenge that claim. I do not address the learnability issue
directly (but see the brief discussion in CHAPTER 7), but rather, look again at the
connection between stress and defectiveness in Greek. Among previous studies, the most
successful argument for paradigmatic gaps as an active, epiphenomenal byproduct of

grammatical structure is Albright’s (2003) experimental study of Spanish. Since gaps in

72 Although there is not space to argue in detail, there is a substantial difference between having no
evidence about usage, and having evidence of non-usage. Here, it is sufficient to note that Hudson’s claim
that “there must be something about the grammar of English that causes the gap” only holds if speakers are
incapable of learning that a given lexeme is defective based on patterns of usage. If this assumption is
removed, it might still be true that English grammar provides synchronic motivation for the *amn ’t gap, but
it is not necessarily true. The same logic can be applied to the Greek gaps.
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Spanish and Modern Greek bear strong similarities, I repeated Albright’s methodology. 1
take different results in Greek as evidence that despite the availability of this synchronic
motivation, speakers treat genitive plural gaps as examples of lexicalized defectiveness,
at best indirectly related to the issue of stress placement. Ultimately, the point is that the

distribution of gaps in Modern Greek is misleading regarding their synchronic structure.

5.1. Gaps as epiphenomena: Predictions

Albright’s (2003) analysis of Spanish paradigmatic gaps provides a model for
demonstrating an active, synchronic connection between a morphophonological
alternation and inflectional defectiveness. I first summarize Albright’s analysis, and then
use it as a way to consider what evidence would be needed in order to properly draw this
conclusion for the gaps in the genitive plural of Modern Greek nouns. The inflectional
structure of Modern Greek nominal classes, and its relation to the Greek genitive plural
gaps, was discussed in detail in CHAPTER 4 and is not repeated here.

Albright investigates two types of present tense indicative gaps in Spanish, what
he calls anti-stress gaps and anti-egotistic gaps. The basic data is repeated from
CHAPTER 2 as Table 28 and Table 29 below. Verbs with anti-stress gaps are defective
in all singular cells and in the third person plural. Verbs with anti-egotistic gaps are

defective in the first person singular.

abolir ‘to abolish’ | singular | plural asir ‘to grasp’ | singular plural
1* person * abolimos 1* person * asimos
2" person * abolis 2" person ases asis
3" person * * 3" person ase asen

Table 28: Present tense indicative gaps in Spanish, repeated
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sentir ‘to feel’ | singular | plural crecer ‘to grow’ | singular plural
1" person s[jé]nto | s[e]ntimos 1% person cré[sk]jo | cre[s]émos
2™ person s[jé]ntes s[e]ntis 2" person cré[s]es cre[s]éis
3" person s[jénte | s[jéInten 3" person créfsle créfslen

pedir ‘to ask’ | singular | plural
1* person plildo | p[e]dimos
2" person pli]des ple]dis
3" person pli]lde pli]lden

Table 29: Morphophonological alternations in the present indicative of Spanish, repeated

These gaps resemble the Greek case in three respects. First, the Spanish gaps
occur in exactly the paradigm cells that contain a morphophonological alternation, and
the verbs meet the structural conditions for the alternation. Second, the alternations do
not apply uniformly where their conditioning environments are met. As with the stress
shifts seen in the Greek genitive plural, the alternations apply probabilistically within the
inflection class. Third, as in Greek, defective Spanish lexemes disproportionately cluster
in the classes for which the alternations are most variable.

Albright’s basic proposal is that frequency and inflectional structure interact to
create gradient uncertainty within the process of generating an inflected word form. To
simplify, it is by now well accepted that the inflected forms of frequent lexemes are not
generated each time they are produced (e.g., Alegre and Gordon 1998, Hay 2001,
Schreuder and Baayen 1995). However, the less (relatively) frequent a verb is, the more
likely it is to be actively generated by inflectional rule. In Albright’s model, rules
realizing the same inflectional properties compete probabilistically to apply to a given
stem, based on rule reliability within the phonological environment(s) defined by the
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stem. The proportion of stems with the relevant phonological property which undergo
that rule is the primary determinant of rule reliability. “If a change occurs consistently in
a particular environment, then the corresponding rule will have high reliability
(approaching 100%). If, however, a change occurs in only half the words in a particular
environment, then the rule for this environment will have low reliability (50%)” (Albright
2003:10). In his analysis, (low) frequency and (low) rule reliability combine to produce a
gradient effect of speaker uncertainty, the extreme result of which is a paradigmatic gap.
Paradigmatic gaps thus result directly from the process of generating inflected word
forms and have no independent status in the lexicon. They are a side effect of
competition between inflectional rules; formally, they are epiphenomena.

Based on the analysis in CHAPTER 4, Modern Greek seems to be amenable to
the same type of analysis. In particular, Greek speakers’ preference for a periphrastic
construction over an available genitive plural form when the target lexeme is both
infrequent and belongs to a class with an unpredictable stress shift is exactly the kind of
gradient behavior that we would expect to find if low reliability of the various stress
patterns cause paradigmatic gaps.

At the same time, there are several reasons why we should be cautious in jumping
to the conclusion that the Greek gaps (or any other paradigmatic gaps, for that matter) are
an active result of word form generation. First, morphological forms tend to be
lexicalized under a variety of conditions having to do with processing, learning and other
factors (see Brinton and Traugott 2005 for an overview). Given that paradigmatic gaps
are subject to many of the same principles as non-defective forms, we must wonder

whether gaps also resemble other morphological forms in being subject to lexicalization.
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Second, lexicalization must have taken place prior to the loss of motivation for the rule.
Otherwise, the loss of the rule would entail the loss of the relevant morphological form
(see the discussion of Janda (2003) in Section 5.3 below for this line of argumentation as
applied to phonemic split). Third and finally, Joseph (1997), among others, argues that
speakers’ generalizations about their language are smaller in scope than the
generalizations that the language potentially motivates (not to mention smaller than the
generalizations that linguists tend to formulate).

Together, these issues raise the possibility of a discrepancy between what the
distribution of paradigmatic gaps suggests regarding synchronic motivation, and
speakers’ actual generalizations. The problem lies in the fact that even lexicalized
paradigmatic gaps could be expected to retain a (previously motivated) distributional
skew. If our goal is to model speakers’ knowledge of their language, distributional data
is thus insufficient by itself to distinguish between defectiveness which is
epiphenomenally produced by the generative inflectional system, and lexically specified
defectiveness. We must be alert to the possibility that a given distributional pattern for
paradigmatic gaps may already be a historical remnant as far as the native speaker is
concerned.

Albright’s study demonstrates a way to distinguish between paradigmatic gaps as
epiphenomena of regular processes vs. gaps as independent generalization. Simply, he
showed experimentally that Spanish speakers treat defective and non-defective lexemes
as a unified group. In a production task, the extent to which native Spanish speakers
agreed on the first person singular form of lexemes (= intersubject agreement) was

gradient, with verbs with first person singular gaps generally falling into the lowest range

127



of agreement, and non-defective lexemes leading to higher levels of agreement.
Moreover, when subjects were asked to rate how confident they were that they have
produced the “correct” word form, speakers’ confidence correlated positively with
intersubject agreement, and defective and non-defective lexemes fell along a single
continuum. Taking intersubject agreement as a measure of rule reliability, Albright
concludes based on this evidence that low reliability + low frequency leads speakers to be
less confident in their productions, the end result of which is paradigmatic gaps
(presumably as a result of avoidance).

We can rephrase Albright’s results as a test. If paradigmatic gaps are an active
product of this kind of morphological competition, we should expect to find the

following:

e Prediction 1: The degree to which native subjects agree on the form of a word

should be positively correlated with how confident each individual subject is that

his/her production is “correct”.

This would suggest that word form unpredictability causes speaker insecurity.

e Prediction 2: Defective and non-defective lexemes in the same inflection class

should behave as a single category with regard to intersubject agreement and

subject confidence.
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This would indicate that the same generalization(s) govern both non-defective inflected
forms and paradigmatic gaps. If these two conditions hold true, we can properly
conclude that the relevant paradigmatic gaps are an active result of word form generation.
If, however, defective and non-defective lexemes show categorically different behavior,
we can conclude that the paradigmatic gaps have been lexicalized. In the following

sections I apply this test to the Modern Greek genitive plural gaps.
5.2. A production and ratings task

5.2.1. Methodology

This experiment largely replicates Albright’s method, although some of the details were

modified slightly, most notably the scale used for ratings subjects’ productions.

5.2.1.1. Target words

These three tasks presented 30 target nouns: 16 lexemes which are prescriptively
defective in the genitive plural and 14 which are prescriptively non-defective in the
genitive plural according to two major dictionaries, the Lexiko tis Koinis Neoellinikis
(LKN, 1998) and the Lexiké tis Néas Ellinikis Gléssas (Babiniotis 1998). 7 Among the
non-defective lexemes, eight have a stress shift in the genitive plural to the final syllable
according to the LKN, as in the example for ‘tavern’. Six words have no stress shift, as

in the example for ‘portion’.

73 The experiment was originally designed to have 15 defective nouns and 15 non-defective ones. However,
after the experiment had been administered, one of the non-defective test items was found to have been
miscategorized.
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NO GAP, WITH A STRESS SHIFT GAP

‘tavern’ SINGULAR PLURAL ‘girl’ SINGULAR PLURAL

NOM tafépva Taffépveg NOM KOTEAQ KOTEAEG
tavérna tavérnes kopéla kopéles

ACC tafépva Taffépveg ACC KOTEAQ KOTEAEG
tavérna tavérnes kopéla kopéles

GEN Tafépvog tafepvov GEN KOTEAOLG *
tavérnas tavernon kopéla

NO GAP, NO STRESS SHIFT

‘portion’ SINGULAR PLURAL
NOM pepioa nepideg
merida merides
ACC pepioo pepioeg
merida merides
GEN pepioag pepidowv
merida meridon

Table 30: Examples of stimulus types for production and ratings experiment

The status of these items was confirmed by searching the Hellenic National Corpus
(HNC). The items ranged in frequency but all had a lemma frequency of at least one
token per million words of corpus (= 46 raw instances). None of the nouns with
prescribed genitive plural gaps had genitive plural forms attested in the HNC. All of the
prescriptively non-defective items had genitive plural forms attested in the HNC. The
defective and non-defective target nouns had comparable lemma frequencies (|t|=0.05,
p=0.963).

All 30 target nouns belonged to the inflection class exemplified in Table 31. 1
chose this inflection class because it has by far the largest number of gaps (see

APPENDIX A), it is one of the largest nominal inflection classes overall in Greek, and
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because it is a class with no stress shift in any form other than the genitive plural. All of

the selected words had penultimate stress in the non-genitive-plural forms.

‘mother’ SINGULAR PLURAL ‘hour’ SINGULAR PLURAL

NOM HITEPQL HITEPES NOM opY OPEs
mitcra miteres ora ores

ace amiépu | pnepec ace po Gpcc
mitéra mitéres ora ores

GEN HTTEpas HITTEpov GEN “pas DPOV
miteras miteron oras oron

‘hope’ SINGULAR PLURAL ‘tomato’ SINGULAR PLURAL
eamtion eATtideg vioudto VTOUATES

NOM , , NOM . ,
elpida elpides domata domates
eATioa EATIIOEG vtopdra VTOUATES

ACC , , ACC . .
elpida elpides domata domates
eATiOOG eATOV vTopdtag VTOUOTAOV

GEN , , GEN . ,
elpidas elpidon domatas domaton

Table 31: Greek inflection class used for production and ratings experiment

The questionnaire additionally presented 40 filler nouns. These nouns belonged
to various inflection classes, and were designed to represent various levels of inflectional
difficulty, including regular productive nouns, indeclinable nouns, nouns strongly
associated with katharevousa, nouns with known morphological variation, and nouns in
singleton inflectional classes.

Finally, the test also included 10 nouns that were intended as controls because
they belong to classes that have columnar stress throughout, e.g. mamovtorng / paputsis
‘shoe maker’. My intention was that these would be words that are subject to no
significant morphological variation, and which therefore would likely represent the
maximal confidence that speakers could have in genitive plural forms. However, it turns

out that several of these words vary between two inflection classes (for reasons unrelated
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to genitive plural defectiveness). For instance, a frame for the genitive plural elicited
both wamovtondwv / paputsidon (in five different spelling variants) and razmovtowy /
paputson. Due to this variation, these nouns are not suitable for the purpose for which I

intended them. I do not report on them below.

5.2.1.2. Tasks

For each of the 80 nouns, subjects performed five tasks — two production tasks, two self-
judgments of their productions, and a lexeme familiarity ratings task.

In the main section, a forced production/ratings task, participants filled a sentence
blank with the most natural form of a provided word. The questionnaire presented the
stimulus words in the nominative singular, which is the standard citation form in Greek.
Each lexeme was elicited in two different forms. For target nouns, the sentential frames
required the genitive plural and either the nominative singular or the nominative plural.
For the filler nouns, the case-number form required by the sentential frames varied, and
included all inflected forms except the genitive plural. After writing the necessary form
of the word, subjects rated their confidence in their own production using a percentage
scale.

Since the questionnaire presented each stimulus word twice, the main section of
the questionnaire contained 160 sentential frames, and 160 corresponding ratings requests
(60 target; 80 filler, 20 controls).

The familiarity judgment task was a pretest in which participants rated their
familiarity with and use of Greek nouns on a 6-point Likert scale. I presented the

stimulus words in the nominative singular. In the analysis, I removed production
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responses and production ratings for those lexemes which speakers rated below a 3 (“I
am familiar with this word, but I don’t use it”’) on the pretest. More than half of subjects
rated two target words below this threshold: kopfava / korvana ‘coffer’, and foyeva /
vayena ‘barrel maker’. Both of these belong to the “different inflection class than gaps”
group. [ ultimately did not analyze this group for reasons described above. For all other
target words, familiarity ratings below 3 were sporadic and rare.

I administered this questionnaire as a pencil-and-paper task. Participants were not

timed.

5.2.1.3. Participants

I recruited participants for the questionnaire from among the student body at the Aristotle
University of Thessaloniki, primarily through announcements in introductory linguistics
classes and French literature classes. Thirty-five native Greek speakers completed the
survey and qualified to have their answers included in the analysis.”*

e Thirty-one were women, four were men. The skew towards female subjects
reflects the reality that students of the French and Linguistics section at the
Aristotle University of Thessaloniki are overwhelmingly (approximately 90%)
female. Thirty-four of the subjects were 18-30 years old in 2006; the exception

was a 38 year old female. I analyzed her answers for deviance from those of the

™ This number does not include seven subjects whose responses were excluded for the following reasons:
(a) A background questionnaire revealed that three subjects did not learn Greek as their first language. (b)
Three subjects did not provide a complete set of responses. Of these, two refused to provide forms where
they perceived there to be a paradigmatic gap (they wrote that no form exists). This is a telling reaction,
but problematic for conducting statistical tests. (c) One subject provided a production self-rating of 99 or
100 for all 160 stimuli on the questionnaire.
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remainder of the subjects. No notable differences were found, so her answers are
included in the following data.

e All participants were in the process of pursuing an undergraduate degree or
graduate degree.

e All had lived through adulthood in Greece and currently live in Thessaloniki.
Eleven had been raised in Thessaloniki. Among the remaining subjects, 6 grew
up primarily in Athens, 4 in the city of Serres, 2 in Veroia, and 11 in other
villages and towns, primarily in northern Greece. The home town of one subject
was not available.

e All reported knowing at least one language well other than Greek, usually English

and French, but none reported a second native language.

5.2.2. Results

5.2.2.1. Variability in rating genitive plurals

The first major result is that with the exception of one person whose results have been
excluded (see (c) in footnote 74), subjects were not equally confident in all of their own
productions. Virtually without exception, nominative forms received maximal confidence
scores, while ratings for the genitive plural of the same lexemes varied widely. I present
the confidence ratings as a ratio relative to a given person’s average confidence rating for
all forms sharing the same inflectional property set. For example, a given nominative
singular form is measured against the average for that speaker for all nominative singular.
A given genitive plural is measured against all genitive plurals. These ratios are then

averaged across subjects to produce a single point per item. All items with an average
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familiarity rating above 3 (“I am familiar with this word, but I don’t use it”) are included.
If speakers were equally confident in all forms, etc., we would expect the values to
cluster around 1.0 on the y-axis, indicating little deviance from the average for words
expressing that inflectional property set. As the graph shows, subjects tended to be
equally confident in all nominative forms, but their ratings for genitive plural forms

varied significantly.
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Figure 15: Greater variance among genitive plural forms than among nominative singular forms

Note also that contrary to expectations, there is no major effect for familiarity.
Single linear regression does indicate that confidence decreases slightly as words become
less familiar, but was only marginally significant (p<0.05, df=150). This fit also

accounted for virtually none of the variance (R?=0.02871). I conclude that in this task,
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familiarity with a lexeme had little to no impact on Greek speakers’ confidence in

producing a form of that lexeme.

5.2.2.2. Subject confidence: A bimodal distribution

Even more importantly, the genitive plural test items resulted in a bimodal distribution of
confidence ratings according to defectiveness. Figure 16 gives a density plot of subjects’
ratings of their genitive plural productions, expressed as a rank ordering of scores.”” A
value of 30 indicates that a given subject ranked the relevant stimulus as the best among
all 30 genitive plural target items. A score of 1 indicates that the subject ranked the
relevant stimulus as the worst among all targets. Ties were possible, in which case all
tied stimuli received the average rank. In the density plot below, ranks are aggregated
across all 35 subjects.

As shown in this plot, the genitive plural forms of non-defective lexemes were
consistently ranked higher than the genitive plural forms of defective lexemes. Subjects
were remarkably consistent in rating this way. According to two-sample difference of the
means tests calculated within subject using raw scores, ratings for non-defective genitive
plural forms were significantly higher than ratings for defective genitive plural forms for
34 of 35 subjects (p<0.001 for 33 subjects, p<0.01 for 1 subject, and p=0.22 for one

subject).

7> Rank order is used instead of raw percentiles because subjects used different ranges of ratings. Some
subjects consistently rated their productions in the top half of the percentage scale, regardless of stimulus
type; others consistently rated their productions in the bottom half of the percentage scale, and still others
used the entire scale. A few subjects apparently felt constrained by the scale and gave scores above 100
and/or below 0. This indicates the need for normalization. However, the typical methods for normalizing
across subjects (e.g., z-scores) were inapplicable because the data do not follow a normal distribution.
Performing a rank order transformation provides a reasonable scale for comparing across subjects and
minimizes the effects of non-normality in parametric tests.
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Figure 16: Density plot of subjects' confidence in their genitive plural forms

Also, note that while the data show two clear modes, for both defective and non-
defective lexemes there is a flattening of the slope of the tail at approximately the peak
density of the other stimulus type. This suggests that there may not be a clear, binary
distinction between paradigmatic gaps and regularly inflected genitive plural forms. In
other words, some subjects treated some supposedly non-defective lexemes as if they
were defective, and vice versa. Either the boundary between being defective and non-
defective is inherently fuzzy, or there is minor variability on a lexeme-by-lexeme and/or
subject-by-subject basis.

On this point, there is some fortuitous, if unintended data. In the process of

collecting data for this forced production and ratings survey, two informants refused to
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provide certain forms for certain words. As they explained to me, they were concerned
that as a non-native (and very poor) speaker of Greek, I perhaps was not aware that some
of the words in my survey could not be used in the way the sentence required. They
helpfully left these questions blank (or wrote that no form exists) so that I could identify
the flaws in my questionnaire. (Apparently the number of gaps was small enough that it
did not raise their suspicions that defective words were exactly the point of the
questionnaire.) In my discussions with these two people, they admitted that the genitive
singular and the non-genitive plural forms of the relevant words are used.”® The words
simply are not used in the form that I was asking for. The fortuity of this failure of the
survey is obvious. These informants identified exactly which words, in their opinion,
have paradigmatic gaps.

All of the gaps that they identified were in genitive plurals. One participant left
sixteen of the forty genitive plural frames blank — three of the ten control items
(mamovtong / paputsis ‘shoe maker’, fayevag / vayends ‘barrel maker’, kopfova. / korvana
‘coffer’), two of the fifteen items in the same classes as gaps but prescriptively normally
inflected (yapddpo. / xarddra ‘ravine’, tofiépva / tavérna ‘pub’) and eleven of the fifteen
prescriptive gaps (potovta / roto(n)da ‘rotunda’, povpuovpo. / murmura ‘grumbling’,
kovAtovpa. / kultura ‘culture’, kouravio / ka(m)badnia ‘campaign’, vovoféla / nuvéla
‘novella’, kapotoa / kardtsa ‘coach’, koiovia / kolonja ‘cologne’, caundvia / sa(m)banja
‘champagne’, Aaxxodfa / lakiva ‘pothole’, caxodia / sakula ‘purse’, komélo. / kopéla

‘girl’) The other participant left ten genitive plural frames blank — two of the fifteen

76 Bayevag / vayends and kopPavé. / korvand are possible exceptions. They received the lowest ratings on
the familiarity pretest, and were outliers in this respect. Subjects seemed generally unhappy with the
words, even apart from the status of the genitive plural. Thus, familiarity might have contributed to one
subject’s refusal to make genitive plural forms.
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items in the same classes as gaps (mtlauo / pidzama ‘pajamas’, kopéxia / karékla doll’),
and eight of the fifteen items which prescriptively have genitive plural gaps (mpaudzeio /
pramdtja ‘merchandise’, potovra, kovitolpa, kouravia, vovféla, kapotoa, Kolovia,
OOUTIOVIOL).

While the overlap between the prescribed gaps and the words that these two
informants rejected is not absolute, there clearly is validity to the status of the prescribed
gaps as actual gaps in people’s speech. But it suggests that the boundary between

defective and non-defective lexemes may vary slightly from person to person.

5.2.2.3. Effects for intersubject agreement... and for defectiveness

Figure 17 compares confidence ratings and intersubject agreement. Each point represents
a test item. The x-axis plots whether subjects agreed on the genitive plural form. For the
present purposes, there is only one dimension of interest for agreement: stress shift or no
stress shift. A score of 0.5 indicates that half of subjects produced the item with a stress
shift, and half without. A score of 1 indicates that either all subjects produced the form
with a stress shift, or all without it. The y-axis plots the average confidence ranks across

subjects.
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Figure 17: Parallel effects of agreement on confidence for defective and non-defective lexemes

There are several things to note in this figure. First, for both defective and non-
defective lexemes, subjects’ confidence ranks were positively correlated with intersubject
agreement. The less subjects agreed on whether the genitive plural has a stress shift, the
less confident each individual subject was that s/he had produced the “correct” genitive
plural form (F = 110.5, p<0.001 for regular genitive plurals, F = 16.5, p<0.001 for
defective genitive plurals, calculated by simple regression on the rank-transformed data).
Under the assumption that speakers are likely to avoid forms which they have low

confidence in producing, a positive correlation between intersubject agreement and
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subject confidence is consistent with an explanation of gaps as morphological
competition.”” This aspect of the data matches Albright’s results for Spanish.

However, unlike in Spanish, the Greek results also show an effect for
defectiveness which cannot be reduced to stress agreement. First, while subjects were
somewhat less likely to agree on the genitive plural form when presented with a defective
lexeme than when presented with a non-defective one (|t}=2.04, p=0.05), Figure 17 shows
that there were a number of defective lexemes for which all or nearly all participants
produced the same genitive plural form. This runs contrary to what we would expect if
genitive plural gaps actively result from an inability to predict the required inflected
form.

Second and more importantly, even within a given agreement range, subjects had
less confidence in defective lexemes than in non-defective lexemes. This shows that the
bimodal distribution represented in Figure 16 is not epiphenomenal to intersubject
agreement about the genitive plural form of defective vs. non-defective lexemes. Stated
differently, Figure 17 confirms what Figure 16 seems to show: paradigmatic gaps and
regularly inflected genitive plural forms are distinct categories, not two ends of a single
continuous category. Defectiveness exhibits a correlation with subject confidence which

is independent of agreement.

" There was also a main effect (p<0.001) for whether subjects produced a genitive plural form with or
without a stress shift. Subjects were more confident in their productions when they produced a form
without a stress shift (average confidence ranking 15.79, median 16.75), than when they produced a form
with a stress shift (average 13.04, median 11.5). However, this was largely an artifact of the fact that non-
defective lexemes were mostly produced without a stress shift. In a two-way ANOVA, stress shift does not
account for a significant amount of variance in confidence ranks, once the effects of agreement are
removed (p=0.21).
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5.2.2.4. No effect for lexeme familiarity

To determine that there is a true effect of defectiveness on subject confidence, we must
also eliminate the possibility that the bimodal distribution of confidence ranks is an
artifact of subjects’ familiarity with the test items.

Figure 18 plots the results of the familiarity judgment pretest against subjects’
confidence in their genitive plural productions. On this scale, 6 = “I know this word and
use it frequently”, 5 = “I know this word and use it occasionally”, 4 = “I know this word,
but use it rarely”, and 3 = “I know the meaning of this word, and have heard or seen it,

but do not use it myself”. The test items were presented in the nominative singular.
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Figure 18: No effect of lexeme familiarity on confidence
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Somewhat surprisingly, there was no effect of lexeme familiarity on subjects’ confidence
in their productions of the genitive plural (F = 1.99, p = 0.16 for defective lexemes, F =
0.42, p = 0.52 for non-defective lexemes, according to one-way ANOVAs).

Also, with the exception of the one non-defective lexeme which was given an
aberrantly low familiarity rating, there is no significant difference in the reported
familiarity of defective and non-defective stimuli (p=0.67 when lowest rated non-
defective item is removed). This confirms that there is neither a main effect for lexeme
familiarity on confidence, nor a significant possibility of an indirect effect as a result of

defective and non-defective lexemes being differentially familiar.

5.2.2.5. Summary and analysis of interactions

The crucial result of this experiment is that while there is a positive correlation between
intersubject agreement and subject confidence, there is an additional and independent
correlation between defectiveness and subject confidence. A two-way ANOVA shows
effects on confidence ranks for intersubject agreement (F = 308.23, p<0.001) and whether
lexemes are defective (F =212.25, p<0.001), and a much lesser but still significant effect
for the interaction of agreement and defectiveness (F = 13.36, p<0.001). These values
were calculated as a sequential sum of squares, with agreement as the first independent
variable, and defectiveness as the second independent variable. This means that the F-
statistic represents the amount of variation in the confidence ranks that can be explained
by a binary categorization of lexemes as defective or non-defective after all of the

variation which can be explained by intersubject agreement has been removed’®. Since

"8 There were no significant interactions between lexeme familiarity and either intersubject agreement or
defectiveness.

143



defectiveness is robustly significant under these conditions, this suggests strongly that it
produces its own effect on confidence.

It is not clear how the additive effect of agreement and defectiveness should be
interpreted. One possibility is that there is a true effect, suggesting that how speakers
react to lack of agreement over stress placement is influenced by whether they know that
no form at all would be produced under normal speech conditions. Or, returning to the
discussion of Figure 16, another possibility is that the perception of an effect is created by
the crude method of categorizing lexemes as defective or not. Some subjects treated
some supposedly defective lexemes as if they were normal verbs, and vice versa. Perhaps
if we had a better measure of defectiveness, one which categorizes individual verbs on a
subject-by-subject basis, the effect would be shown to be an artifact of the categorization
method employed here. However, this sort of fine-meshed approach has to be left for
future research.

Returning to the predictions made in Section 5.1, we can draw the following
conclusions. The first condition is met — for all data there is a positive correlation
between intersubject agreement and confidence for all data. However, the second
condition is not met — defective and non-defective lexemes do not fall along a single
continuum, and subjects treated them as two distinct groups. The status of a lexeme as
defective or non-defective exhibited its own, independent effects on subjects’ confidence
when producing a genitive plural form, and that effect cannot obviously be reduced to
any other fact of the morphological system (e.g., lexeme familiarity or intersubject
agreement). We must therefore conclude that the genitive plural gaps in Modern Greek

have an independent status in the lexicon.
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5.2.3. Conclusions

The overall picture seems to be that despite the availability of synchronic motivation for
the genitive plural gaps in Modern Greek, speakers fail to treat them as actively
motivated. In the end, the distribution of the gaps is misleading regarding their
synchronic motivation. The Greek gaps seem at first to result directly and actively from
morphological competition, but a closer look at speakers’ reactions shows that the gaps
are actually lexically-specified defectiveness “disguised” as morphological competition.
These results contrast notably with those of Albright’s study of Spanish. For
Spanish, subjects treated prescriptively defective and non-defective lexemes as a single
category. Thus, while the causal relationships represented in 1) may be an accurate

interpretation for Spanish, the relationships in ii) are supported for Modern Greek.

1)  low rule reliability/low agreement — low confidence — gaps (Spanish)

i1)  a. low rule reliability/low agreement — low confidence

b. gaps — low confidence (Modern Greek)

Yet the Greek subjects were sensitive to variability in morphological stress placement;
low predictability of the genitive plural form did lead participants to be less confident in
their predictions. This aspect of the study is fully consistent with the results of the forced
choice task described in CHAPTER 4, which argued that Greek speakers avoid the

genitive plural when its form is not predictable.
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In the end, distributional data may tell us quite a lot about the history of a given
set of paradigmatic gaps, but it does not necessarily provide the entire picture about their
synchronic structure. Considering that previous accounts of paradigmatic gaps have often
relied exclusively upon this sort of distributional data, the results of this study should lead
us to rethink whether languages in which competing morphological patterns actively
cause defectiveness are the rule, or the exception. If our goal is to model the synchronic
structure of defectiveness, and if we believe that our model should be cognitively
plausible, we need to set a higher burden of proof when claiming that paradigmatic gaps
are synchronically motivated. Historically, the Modern Greek gaps are likely the result of

competing morphological patterns. But synchronically they are not.

5.3. Reconciling opposing conclusions through principles of language change

Does this data present a conundrum for the model presented in CHAPTER 4? Based on
the bulk of the data from that chapter, the best conclusion is that speakers actively avoid
stress unpredictability and that this results in defectiveness, but based on data in this
chapter, the opposite conclusion suggests itself. I argue that the contradictions are more
apparent than real if we consider the nature of morphological systems, and principles of
language change.

At issue are the structures which precipitate change, and the sorts of residue
that changes leave in the grammar of a language. I formulate these as two principles,

neither of which is particularly controversial.
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e Principle 1: Reanalysis precedes restructuring. Restructuring reveals

reanalysis.

Andersen (1973, 1978) has made this point forcefully with regard to abductive logic in
analogy change — analogical change reveals a connection that speakers already had made
between two partially overlapping patterns. But to demonstrate this point, I take the
somewhat different example of periphrasis in Sanskrit. In Sanskrit the first person future
may be realized either by a synthetic form (Table 32) or by what has traditionally been

called a periphrastic form (Table 33).

SINGULAR PLURAL
da-sya-mi da-sya-mas

1°TP | give-FUT-1SG give-FUT-1PL
‘I will give.’ ‘We will give.’
da-sya-ti da-sya-nti

3*"P | give-FUT-3SG give-FUT-3PL
‘He will give.’ ‘They will give.’

Table 32: Select future forms for the Sanskrit verb ‘give’—synthetic forms in 1* person

SINGULAR PLURAL
data asmi data smas
1°"P | giver.MASC-SG COPULA.1SG | giver.MASC-SG COPULA.1PL
‘I will give.’ ‘We will give.’
data dataras
3*PP | giver.MASC-SG giver. MASC-PL
‘He will give.’ ‘They will give.’

Table 33: Select future forms for the Sanskrit verb ‘give>—*“periphrastic” forms in 1* person
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The forms in Table 32 are unquestionably single words. Note, however, that in Table 33
the first person plural form data smas inflects for plurality on only one of the two words.
Plural marking on both parts would be expected based upon the third person plural form
dataras. The generalization is that when the copula is present, there is no number
agreement on the form for ‘giver’, but when the copula is absent, there is number
agreement on that form. Contrary to its description as a periphrastic construction, data
smas best meets the criteria of being a single word unit. Distributed exponence is a
typical characteristic of morphological phenomena (Zwicky 1990), so if data smas is
treated as a single word, plural marking on only smas and not also on data is to be
expected. If we were to treat the first person forms in Table 33 as syntactically generated
constructions, we would have difficulty capturing that plural marking applies to only one
form, in light of marking on third person forms.

Here it must logically be the case that change reveals prior reanalysis. At some
point in the history of the language, Sanskrit speakers must have reanalyzed the
periphrasis as a single word rather than a phrasal construction. We can assume that
speakers induce changes which make morphological structures more canonically
morphological, syntactic structures more canonically syntactic, etc. Logically, then, the
reanalysis must have occurred prior to the time at which speakers stopped inflecting both
of the component parts for plurality. This in turn opened the constructions up to the loss
of inflectional marking, making the structure more typically morphological. However,

we only have evidence of such a reanalysis when the subsequent change occurs.

7 Langacker (1977) calls this kind of reanalysis that is not immediately apparent from surface structure
covert change.
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The same point can be made for phonemic split. In phonemic split, two processes
apply: loss of the conditioning environment for two allophones of the same phoneme, and
reanalysis of these allophones as separate phonemes. The question is the order in which
these processes apply. Twaddell (1938) argues, based on the split of [{i] and [3] into
separate phonemes in Old High German, that the loss of conditioning environment (and
thus loss of complementary distribution), triggers reanalysis of allophones as separate
phonemes. However, as Janda (2003:409) notes, “...there is a logical problem here; if the
front-rounded phones... were allophonically conditioned..., then loss of such triggers
should have been accompanied by loss of the fronting effect which they conditioned...
phones such as [ii(:)] and [6(:)] must have become phonemic... before reduction or loss of
[i(}), j]”, the conditioning environment. He thus argues that the reanalysis of [ii(:)] and
[0(:)] as the phonemes /ii(:)/ and /6(:)/ must have preceded the loss of conditioning
environment, although much of the tradition of generative linguistics has inherited
Twaddell’s argument. Moreover, the argument that reanalysis must necessarily take
place prior to loss of the conditioning environment also entails that some phonemes are
“in disguise” as allophones — because the phonemes are still in complementary
distribution. This is parallel to the argument made in this chapter for Modern Greek

genitive plural gaps.

e Principle 2: Morphological change tends to leave behind remnants which are no

longer motivated by the synchronic structure of the language.
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Irregular verbs are an example of Principle 2. There is a tendency for irregular
verbs to have high token frequency. In many cases, these verbs represent previously
productive patterns; their irregularity in the modern language is the result of their having
been stranded when lower frequency verbs underwent analogical change (Hock 1991). If
the number of stems belonging to that inflection type is sufficiently reduced, the pattern
ceases to be an active product of the generative system. And again, the fact that high
frequency verbs tend to be resistant to analogical change shows us that the structure of
those forms differed from the structure of forms with lower frequency in a way which
was not obvious until the later change happened.

These principles help to explain the apparent discrepancy in the Greek data. They
tell us that structures which appear to be productive in a language, including productively
derived defectiveness, may or may not in fact be as they appear. The data presented in
this chapter hints that a (partial?) reanalysis of the Greek gaps has taken place. The gaps
have gone from being synchronically motivated by the stress pattern to being at least in
part divorced from that motivation. This entails a narrowing of the generalization from
one which sweeps through the entire class and probabilistically identifies gaps based on
paradigmatic competition and other factors to one which lexically marks a particular
paradigm cell as defective. This is the essence of lexicalization. The only real difference
between analogical change, Sanskrit periphrasis, German phonemic split and Greek
paradigmatic gaps is that in Greek, the gaps have not (yet) been stranded by some

subsequent change that reveals their reanalyzed status.®

% My analysis predicts that if Greek were to undergo widespread stress leveling in the genitive plural, the
gaps would nonetheless persist. Stress leveling would be like the rise of distributed exponence in Sanskrit.
It would reveal the reanalysis that I claim has already taken place. While there is no concrete evidence that

150



Critics might contend that there is no motivation for a language learner to make a
series of small, idiosyncratic generalizations when they could posit a single
generalization which covers more examples in a motivated way. And in some sense this
is true. Yet large generalizations often do fracture into smaller ones over time. For
example, Janda (1982) surveys umlauting in German. Umlauting is widespread in the
inflectional system, and there are tantalizing similarities, both in terms of conditioning
environment and grammatical effect, which led Lieber (1980) to put forth a unified
treatment of German umlaut. However, Janda demonstrates that on close inspection,
umlauting processes overlap in their conditioning environments and effect but are
nonetheless sufficiently different that they cannot be collapsed and still provide

empirically adequate coverage. The parallelism between the umlauting rules in German

I am aware of, there are three facts that hint that Greek may currently be undergoing a stress leveling in the
genitive plural of nouns.

First, the Greek language has a history of stress leveling in adjectives. Adjectives in Modern Greek
inflect for case and number, just as nouns do, and additionally inflect for gender. Adjectives and nouns
used to have parallel stress shifts towards the end of the word in the genitive plural and sometimes in the
genitive singular and accusative plural as well.** However, stress in adjectives has mostly been leveled in
favor of the predominant (non-genitive) pattern (Holton et al. 1997, Jannaris 1987). This loss of distinctive
genitive plural stress for adjectives has been completed at least since the nineteenth century (Brian Joseph,
p.c.) and contrasts with the pattern for nouns which, for whatever reason, by comparison remained close to
the patterns inherited from Ancient Greek.

Second, subjects in the production task did not always mark stress in the nouns according to
prescriptive patterns. Of the eight nouns expected to show a stress shift in the genitive plural according the
LKN, only five did to any significant degree, and only one noun was consistently produced (> 90% of
responses) with a stress shift. Considering that there were no cases of speakers claiming that prescriptively
non-shifting nouns did have a stress shift, the tendency is clearly for stress to be columnar more often than
dictionaries describe. This is certainly not definitive proof of change in progress. After all, semi-
prescriptive sources like dictionaries do not necessarily accurately reflect usage — current or previous. Still,
this pattern should make us wonder whether there is an ongoing leveling of the stress pattern in nouns,
especially in light of what has already happened for adjectives.

Finally, this is a likely time for a stress shift from a sociolinguistic standpoint. Katharevousa, the
formerly high diglossic variety of Modern Greek, emphasized forms closer to the pattern of Ancient Greek,
and was taught to all schoolchildren. As I speculated in Section 4.1, this may have had a stabilizing
influence on the genitive plural form. All of the subjects in this study, however, were educated (and mostly
born) after the end of the diglossic era. While we can never predict language change with any certainty, the
raising of the status of the low variant in 1976 makes the generation that my subjects represent a likely one
to promulgate a stress leveling. Together, these facts make it possible, perhaps even likely, that some of
the genitive plural forms which subjects listed with columnar stress previously had shifting stress.
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presumably results from a fracturing of a single generalization over time. This supports a
view of language as fundamentally a system of small-scale generalizations. It may
include large-scale generalizations of the type that linguists prefer to investigate, but
Janda and Joseph (1999) among others hypothesize that these are not the types of rules
that drive linguistic systems.

In the end, understanding of language change gives us a way to explain both the
distribution of the Greek gaps, which coincides so well with the presence of a variable
morphophonological alternation, and speakers’ responses in the production and ratings
task. Expected but non-attested forms have long fascinated morphologists because they
seem to defy the productivity of language. However, we must be wary of the explicit or
implicit assumption that paradigmatic gaps must have language-internal, synchronic
explanations (Baronian 2005, Hudson 2000, Rice 2005). A shift to gaps being lexically-
specified information does not negate evidence of avoidance strategies and the
distributional pattern. Avoidance strategies and distributional evidence demonstrate that
there is necessarily a historical connection (or stated differently, that at a point in history

there was a synchronic connection), but only possibly a current connection.

5.4. Summary

In this chapter I argued that while the Greek gaps likely arose from paradigm
(non)predictability, a production and ratings experiment provides evidence that the
genitive plural gaps having been at least in part reanalyzed as lexeme-specific facts. I
drew parallels to other phenomena in which historical changes have revealed prior

reanalyses of morphological and phonological structure, and argued that the only
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substantial difference between Greek and these cases is that stress leveling, which could
reveal the reanalysis, has not yet occurred in Greek. As a result, I reject the implicit
claim of much of the recent literature that gaps must have some grammar-internal

causation in order to be generationally stable.
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CHAPTER 6

THE CLASSIC MYSTERY OF THE RUSSIAN FIRST PERSON SINGULAR

NON-PAST GAPS

In this chapter, I look at a famous case of paradigmatic gaps — those in the first person
singular non-past of Russian verbs. These gaps have mystified researchers for two
reasons. First, the distribution of the gaps is closely tied to the distribution of a
morphophonological alternation, a pattern which should be familiar by now from Greek
and Spanish among other languages, but in Contemporary Standard Russian the
alternation applies uniformly within its conditioning environment. This seems to remove
any possibility of explaining the Russian gaps via a paradigm predictability model, or any
other morphology-internal explanation. Second, when speakers are forced to “fill” gaps,
they reportedly sometimes produce forms according to patterns that are not attested for
that cell in productive verbs (Baerman and Corbett 2006).

I explore the empirical facts surrounding the alternation. Does the alternation
apply as uniformly as the standard language suggests? Do speakers’ productions of filled
defective lexemes differ from morphological patterns found among productive forms?
And if (contrary to the standard language) there is variation in speakers’ productions,
does it follow the patterns that we expect if the gaps are synchronically motivated by

paradigm competition? In the end, I argue that the paradigmatic gaps may not have a
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single explanation. Similarities between some defective and non-defective lexemes allow
the possibility that a paradigm predictability account can be formulated as synchronic
motivation for some gaps. But differences also suggest that other gaps have been
lexicalized. They also reveal paradigmatic connections that are not evident from
productive forms alone.

The data at the heart of this chapter comes from a forced production experiment
similar to the one I describe in CHAPTER 5 for Greek. Historical information,
dictionary entries, and corpus statistics flesh out the conclusions drawn from the
experiment. As with the Greek, however, my analysis cannot be understood without a

global view of the inflectional facts of Russian verbs, so I begin there.

6.1. Overview of verbal inflection

Russian has a set of inflectional forms which are best described morphologically as the
non-past tense, and semantically as either the present tense or future tense, depending on
aspect.”’ This pattern is illustrated in Figure 19. The mismatch between semantics and
morphological form is relevant here insofar as gaps affect morphologically non-past

inflections, regardless of whether the verb is semantically future or present tense.

81 A different inflectional pattern is used for the future tense of imperfective verbs. There are no forms at
all for present tense perfective verbs because the meaning expressed via perfective forms, at its most basic
a one-time completive sense, is incompatible with the meanings expressed via present tense forms, at the
most basic signifying ongoing or generic action.
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morphologically
non-past tense

IMPERFECTIVE SINGULAR PLURAL <
oy | by

oy | T | adoe e ety
IMPERFECTIVE SINGULAR PLURAL 4l morphologically
rrson | Sy | Gyewspacn |||t
2 reason | et e | e e o

3 renson | O Tt | buutkast | [| o rons
PERFECTIVE SINGULAR PLURAL <
Preon | e v

remson | Vil | vt

R e

Figure 19: Semantic/morphological mismatch in Russian verbal inflection (kpacms/ ykpacms ‘to

steal’)

Verbs are traditionally divided into two primary conjugation classes, 1* and 2",

according to their non-past inflectional patterns. The primary differences between the 1*

and 2™ conjugation are the third person plural morph, and the theme vowel — /e/ or /o/ in

the 1*' conjugation, and /i/ in the 2™’. The examples above belong to the 1** conjugation

class; the example in Table 34, ‘to decide (perfective)’, belongs to the 2™ conjugation

class. Russian verbs usually come in aspectual pairs (imperfective/perfective), for
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instance kpacmo / krast’ ‘to steal (imperfective)’ and ykpacmo / ukrast’ “to steal

(perfective)’, but paired forms do not necessarily belong to the same conjugation class.

‘to decide’ SINGULAR PLURAL
15 p pemry / pemum /
) re[$]u re[$]im
20 b penumb / pemute /
) re[§]i§’ re[S]ite
30 pemur / pemart /
) re[$]it re[§]at

Table 34: Example of the 2" conjugation non-past inflectional pattern of Russian

Morphophonological alternations and other differences define a variety of
subclasses. For example, and relevant for the present purposes, the 2™ conjugation class
has a palatalizing alternation that affects stems ending in dental sounds (henceforth,
dental stems). The sounds [d'] or [Z] at the end of the stem in the non-first-person-
singular forms correspond to [#] in the first person singular, [t'] likewise alternates with
[&] or occasionally [¥'], [§'] alternates with [§], and [st'] alternates with [§].%* This
alternation applies uniformly in the standard language. There are no words which fail to
alternate if they meet the relevant criteria, although there is the minor variation in the

form of the alternation for stems ending in /t/.

%2 There is also a palatalization process for stem-final labials, as well as various other kinds of alternations
in both the first and second conjugations. These other patterns are not relevant for the present purposes,
however.
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‘to see’ SINGULAR PLURAL ‘to carry’ SINGULAR PLURAL
15 p BIKY / BUJIUM / 15 p Hory / HOCHM /
) vi[Z]u vi[d']im ) no[$]u no[s']im
20 b BUJIUIIG / BUJIUTE / 20 b HOCHIIB / HocHTe /
) vi[d']i§’ vi[d']ite ) no[s']is’ no[s']ite
3R BUJIUT / BUJIAT / 30 HOCHT / HOCAT /
’ vi[d']it vi[d']jat ) no[s']it no[s']jat
‘to cry’ SINGULAR PLURAL ‘to lower’ SINGULAR PLURAL
T nnavy / IJIATUM / ST cymry / cryctum /
P. v i 1°° P. «] iy
pla[¢u pla[t]im spu[§']u spu[st']im
2D b TUTATHIITb / TuiaTuTe / 20 b CITy CTHIIIE / crycruTe /
pla[t']i§’ pla[t']ite spu[st']i§’ spu[st']ite
3RO b TUIaTHT / TUIATST / 3RO CIyCTHT / CIyCTST /
pla[t']it pla[t']jat spu[st']it spu[st']jat

Table 35: Stem-final palatalization in the 2"* conjugation first person singular non-past

This contrasts with the relevant facts of Modern Greek and Spanish, as presented in

CHAPTER 5 and CHAPTER 2, respectively, in which words that were for all relevant

purposes identical were realized sometimes with a morphophonological alternation, and

sometimes without it.

The dental stems also have an alternation in the past passive participle. Examples

are given in (28). Superficially, this alternation seems to be connected to the alternation

in the first person singular non-past — the same morphological subclass is affected in both

cases, and the alternation is usually the same in both cells. Note, however, that there is

one alternation in the participle that does not exist in the first person singular forms,

namely /d/ ~ /zd/. The Russian cases thus seem much more like the fractured

morphological generalizations that Janda (1982) discusses for German umlauting (see

Section 5.3). I return to this point later, where I show that this alternation creeps into the
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first person singular form when speakers are forced to produce stems that normally have

paradigmatic gaps, and only for these stems.

(28) Parallelism, and non-parallelism, between alternations in the first person

singular and the past passive participle

' INFINITIVE 1°" sING PAST PASSIVE PART. GLOSS

t~ OIIATUTE oruiayuy OIUIaueH ‘to pay’
oplatit® oplacu oplacen

t~ g COKpaTUTh COKpaly COKpallleH ‘to shorten’
sokratit’ sokrascu sokrascen

d~z 3apsInTh 3apsIKy 3apsHKEH ‘to load’
zarjadit’ zarjazu zarjazon

&~ zd OCBOOOJUTH  OCBOOOXKY 0CBOOOXKIEH ‘to become
osvobodit’ osvobozu osvobozdjon free’

§~3 MPUTJIACUTD  TIPUTJIAITY MPUTTIAIEH ‘to invite’
priglasit’ priglasu priglaSon

7~z 3arpy3uTh 3arpyxy 3arpyx€H ‘to load’
zagruzit’ zagruzu zagruzon

The 2™ conjugation also has subclasses without morphophonological alternations
in the first person singular (and past passive participle). These include but are not limited
to stems ending in palatal sounds ([§], [Z] or [&]). As in the example pewums / resit’ ‘to

decide’, they have the same stem shape throughout the non-past paradigm.

‘to scream’ | SINGULAR PLURAL
15 p Kpudy / KpU4uM /
’ kri[@]u kri[@]im
NP KPUYHULIb / Kpuuure /
’ kri[¢']i§ kri[¢']ite
3% KPUYUT / Kpuyar /
’ kri[¢]it kri[¢']at

Table 36: Non-alternation in the 2" conjugation non-past
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6.2. The distribution of first person singular gaps

While Russian differs from Spanish and Modern Greek in that the alternations presented
in Table 35 always apply in the standard language when the conditions are met, it also
resembles those languages in that the distribution of paradigmatic gaps is closely tied to
the distribution of the alternation (first mentioned in the theoretical linguistics literature
by Halle (1973)). Russian has approximately 70 distinct roots with gaps in the first
person singular non-past,*® and the vast majority of the affected verbs belong to the class
of dental stems. For example, we would expect the verb depzumu / derzit’ ‘to be
imprudent’ to have a form odeporcy / derzu ‘1 am imprudent’, but according to several

dictionaries and grammars, there is no acceptable first person singular non-past form.

‘to be imprudent’ | SINGULAR PLURAL
ep3uM /
1°" PERSON * A1ep3
derzim
ep3uLb / ep3ure /
2" PERSON L Jep3
derzis$ derzite
ep3ur / ep3Aar /
3%” PERSON Aep3] L
derzit derzjat

Table 37: Paradigmatic gap in the 1st person singular non-past

The full list of gaps, as culled from nine dictionaries and grammars (Avanesov 1983,
Barxudarov et al. 1963, Graudina 2001, Okuntsova 2004, Ozegov 1972, Rozenthal 1966,
Svedova 1982, Ushakov 1974, Zaliznjak 1977), is given in APPENDIX D. In (29) are
the verbs which these sources most commonly cite as having paradigmatic gaps in the

first person singular non-past form.

% Halle (1973) claims that there are approximately 100 gaps, but I could reach this number only by
counting two citation forms sharing the same root as separate entries. He does not provide a list.

160



(29) Paradigmatic gaps in the first person singular non-past of Russian verbs

0On1eTh bdet’ ‘to keep watch’

Oy3uTh buzit’ ‘to protest’

TaaeThb galdet’ ‘to make a hubbub’

JIep3UTh derzit’ ‘to be imprudent’

Iy E€Th dudet’ ‘to play the pipe’

EpYHIUTH erundit’ ‘to do stupid or funny things’
3aTMHUTh zatmit’ ‘to eclipse’

KYy/IECUTb kudesit’ ‘to do magic’

OYYTUTHCS ocutit’sja ‘to find oneself; to come to be’
no0enTh pobedit’ ‘to win’

PBICUTH rysit’ ‘to trot’

COCEIUTh sosedit’ ‘to be a neighbor’

yoenuTh ubedit’ ‘to persuade’

YMUJIOCEPIUTH umiloserdit”  ‘to take pity on’

Yy JI€CUTh cudesit’ ‘to do magic’

Yy IUTh cudit’ ‘to behave in a weird way’
[IKOIUTH Skodit’ ‘to misbehave’

All of these verbs belong to the 2nd conjugation class. All except sammums / zatmit’ ‘to
eclipse’ are dental stems, and would thus be expected to have a palatalization in the first
person singular form. And some of these, especially no6edums / pobedit’ ‘to win’ and
yoeoums / ubedit’ ‘to persuade’, are commonly used lexemes.

Using data from the Russian National Corpus (RNC),* we can confirm that in
general, speakers treat these lexemes as being defective in the first person singular non-
past cell. Grammars of Russian typically identify at least four types of verbs which
significantly differ in how frequently the various non-past person-number combinations

are used. These are exemplified in Table 38 using counts from the RNC.

8 Russian National Corpus: www.ruscorpora.ru, with a mirror available at
corpus.leeds.ac.uk/ruscorpora.html. Counts were collected in May 2006. At that time, the RNC sample
available at Leeds contained appx. 77.6 million tokens.
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Pattern Example 1sg | 2sg | 3sg | 1pl | 2pl | 3pl | Total

yuumwca / ucit’sja # | 967 | 263 | 2037 | 484 | 427 | 1952 | 6130

“normal”

‘learn’ % 1581431332 |79 |70 |31.8] 100

impersonal eepumucs / ver.it sja | #] 0 0 [1301] O 0 0 1301
‘(cause to) believe’ | % | 0 0 | 100 | O 0 0 100

yeenuyumoscs / #1 0 0 |1683| O 0 | 416 | 2099

3 only uvelicit'sja %] 0 0 [802] O 0 | 19.8 | 100

‘to increase’

defective nobeoums /pobedit’ | # | 4 104 | 1416 | 385 | 35 | 344 | 2288

Isg ‘to win’ %102 451619 16815 | 15.0] 100

Table 38: Four relative frequency patterns for non-past Russian verbs

First, by far the most common pattern is for verbs to be relatively well attested in all six
person-number combinations (henceforth, normal verbs). Often for these verbs the 3sg is
the most frequent form, followed by the 3pl and the 1sg (see yuumocsa / ucit ’sja), but
there is some variation in this regard. Second, Russian has a variety of impersonal verbs;
impersonals are used only in the 3sg because they agree with a silent expletive subject
which is third person singular neuter (Perlmutter and Moore 2002).* Third, there are
verbs that are used only or overwhelmingly in the third person (singular or plural) for
semantic reasons. Finally, defective verbs are used with the same general distribution as
normal verbs in five person-number combinations, but rarely in the 1sg.

Note that the 1sg of defective verbs is not necessarily completely missing — there

are four attestations of the 1sg of no6edums / pobedit’ in the RNC sample, for example.

85 Russian impersonal constructions describe weather conditions; a physical, mental or emotional state; a
state caused by external force; etc. For example (ia) contains the impersonal verb rabotat’sja ‘work’.
Compare it with the related normal verb rabotat’ in (ib).

(1) (a) Borisu ne rabotaetsja doma.
Boris-DAT.SG not work-3SG-REFL at.home
‘Boris can’t seem to work at home.” (example from Perlmutter and Moore (2002:628))

(b) Boris ne rabotaet doma.
Boris-NOM.SG not work-3SG at.home
‘Boris doesn’t work at home.’
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However, this is not sufficient to claim that the 1sg is not defective. As discussed in
CHAPTER 1, relative frequency (percentage of total lemma frequency) should be
considered more important than absolute frequency, and the relevant comparison is
between relative frequency of the (proposed) gap, and the average relative frequency of
that paradigm cell for normal verbs.

For this measure, compare the histograms in Figure 20 (normal verbs) and Figure
21 (defective verbs). Each histogram represents the relative frequency distribution for
one person-number combination in the non-past tense. Relative frequency was calculated
by dividing the number of attestations of a given person-number combination in the non-
past tense by the total number of non-past attestations on a lexeme-by-lexeme basis.
Each bar represents a range of approximately 2% relative frequency. In these figures, I
included only verbs which had a total non-past frequency in the Russian National Corpus

greater than 37 instances, so as to minimize sampling errors.
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Figure 20: Histograms of the relative frequency of person-number combinations: Normal verbs

(N=797)
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Figure 21: Histograms of the relative frequency of person-number combinations: Verbs with

prescribed 1sg gaps (N=21)
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Notice that the relative frequency of any given person-number combination can be
described in terms of a distribution around a mean. For a normal verb, the average
relative frequency of the 1sg cell is 12.9%. For lexemes with prescribed first person
singular non-past gaps, the average relative frequency of this cell is 0.8%. Based on the
differences in the distributions, we can conclude gaps as listed in dictionaries are a
reasonable representation of patterns of use in Russian. At least as characterized in the
Russian National Corpus, Russian speakers rarely use the first person singular form of
defective verbs.

Finally, before moving on to the issue at hand, we should eliminate from
consideration five common native-speaker reactions to, and attempted explanations for,
the Russian 1sg gaps: semantics, homophony avoidance, repetition avoidance,
phonotactics, and politeness.

1) A few of the defective Russian verbs are unlikely to be used in the first person
singular for semantic reasons (e.g., puicums / rysit’ ‘to trot’). However, most have no
semantic problems. It is unclear why verbs unlikely to be used in the first person are
treated as having 1sg gaps, but these constitute only a handful of examples.

2) Svedova (1982) suggests that gaps result from homophony avoidance, e.g.,
naoums / ladit’ ‘to be on good terms with’ and razums / lazit’ ‘to climb’ both would have
the first person singular non-past form *zaorcy / *lazu, and some dictionaries list both as
having 1sg gaps. Linguistically naive speakers also often cite this issue. However, there
are other homophonous forms which are unproblematic, and speakers in general do not

seem to be bothered by either lexical or grammatical homophony (syncretism).

166



3) With particular reference to *ocucus’ and *oscuscu, speakers will claim that
the word is “neblagozvucno” (not melodious) because of the repetition of the syllables cu
or S¢u. But again, there are far more words which repeat syllables, or nearly do so (e.g.,
ljublju ‘I love’), and which are well-formed.

4) The verbs 60emuw / bdet’ ‘to keep watch’ and ymumeu / ¢tit” ‘to honor’ have the
expected 1sg forms *6owcy / *bzu and *uyy / *¢cu. These onsets are not allowed in
Russian. This fact may provide an explanation for these two forms (although we still
have to wonder why no repair strategy applies), but cannot account for the remaining
dozens of defective verbs which are phonotactically licit.

5) Finally, with particular reference to *no6eorcy / *pobezu (which is the most
famous of all the gaps), Russians sometimes explain that it is simply impolite to brag of
one’s future victory, so the future 1sg is avoided. Yet the near synonym ssicpams /
vyigrat’ ‘to be victorious’ (1sg gvieparo / vyigraju ‘1 will be victorious’) is not defective.

In short, any of these proposed explanations can, at best, account only a handful of
examples, and even collectively they account for fewer than half of the 1sg gaps. They
also fail to explain why virtually all of the gaps belong to dental stems. I therefore

consider these possibilities to be folk explanations, and will not discuss them further.

6.3. Questions

The distributional data leave little doubt that the Russian 1sg gaps are an empirically
observable phenomenon, and not only a prescriptive one. And the fact that the gaps
exactly parallel the distribution of a morphophonological alternation raises the same

suspicion as in Modern Greek and Spanish, that the gaps are somehow caused by that
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alternation. But at the same time, as Baerman and Corbett (2006) argue, the fact that all
productive verbs of the relevant type have palatalization in the first person singular in the
standard language leaves little room for the gaps to be explained as the result of
competition between inflectional rules. In fact, there is no obvious synchronic motivation
for the gaps at all, since morphophonological alternations are not in general problematic.
This leaves a simple but important question in connection with the Russian data:
What are the actual facts of language use with regard to the palatalizing alternation
among dental stems? There is anecdotal evidence, cited specifically by Baerman and
Corbett, that when forced to produce first person singular non-past forms for stems
usually having paradigmatic gaps in this cell (“filled gaps”), Russian speakers sometimes
use forms without an alternation, for example derzu ‘1 am imprudent’ or pobed'u ‘1 will
win’, instead of derzu, or pobezu, as would be expected based upon non-defective verbs.
I call this unexpected non-alternation. Does unexpected non-alternation represent a
broader trend, evident not only in forced production of a form where there is ordinarily a
gap, but also in regular, fully productive verbs? In other words, does the standard
language provide an accurate picture of language use? If not, there may be a basis for
claiming that the gaps are synchronically motivated by grammatical structure after all.
The Russian verbal gaps are frequently remarked on in the literature on
inflectional defectiveness (minimally, Albright 2003, Baerman and Corbett 2006,
Baronian 2005, Fanselow and Féry 2002, Halle 1973, Hetzron 1975, Iverson 1981,
McCarthy and Wolf 2005), but in these studies the Russian data has been limited to less
than the basic distributional information given above. There are no studies of speaker

behavior, such as whether speakers produce the expected but unattested form as easily as
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they do non-defective forms. The ability of speakers to produce the expected form but
then reject it anyways has fascinated researchers because it suggests a parallelism
between gaps and regularly inflected forms. It has also driven some proposals for
describing paradigmatic gaps, such as CONTROL (Orgun and Sprouse 1999), a feature
of Optimality Theory. According to CONTROL, all forms are generated by the same
mechanism (GEN), and words that correspond to gaps are later rejected by a surface
filter. According to Orgun and Sprouse, when speakers are forced to fill the gap, they
simply ignore the surface filter.

The CONTROL model predicts that filled gaps will follow productive inflectional
rules. Grammar competition models in the vein of Albright (2003) make the same
prediction. What form speakers choose to use when forced to fill a gap thus has
significant theoretical consequences. Perhaps surprisingly, then, no research has given
detailed attention to the depth of this parallelism in general, and the details of the Russian

data in particular.

6.4. An experiment on speaker confidence and unexpected non-alternation®

This study was inspired by the work of Baerman and Corbett (2006), who claim that
variability in the morphophonological alternation in the first person singular non-past of
Russian verbs may have originally provided motivation for gaps in that cell, but this
variability historically disappeared — the alternation seen in Table 35 became the uniform
standard. Subsequent to that change, gaps spread analogically based on the stem final

consonant. Their position is enticing in light of the similarities and difference between

%1 am very grateful to Bryan Brookes and especially Maria Alley, who worked with me to develop and
execute this experiment. It would have been much poorer without their work and their ideas.
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Russian, Spanish, and Modern Greek, but they present only anecdotal data regarding the
modern structure of the 1sg gaps, and the relationship of the gaps to inflectional structure.
The experiment presented in this section expands the available data; it has a similar

methodology to the one used in CHAPTER 5 for Modern Greek.

6.4.1. Predictions

Following Baerman and Corbett, I would expect to find evidence that gaps pattern
distinctly from non-defective stems, showing that defectiveness does not actively,
synchronically result from competition between inflectional patterns.

Consider four different types of stems: (a) stems with prescribed gaps in the first
person singular non-past, (b) stems which meet all of the structural criteria for having
gaps in this cell, but which prescriptively have normally inflected forms (see Table 35 on
page 158; henceforth non-defective dental stems), (c) words that are not dental stems, but
which belong to the same inflection class (see Table 34 on page 157, henceforth palatal
stems), and (d) stems belonging to an entirely different inflection class, namely, the 1*
conjugation (see Figure 19 on page 156). These types represent an ordinal scale with
four levels, representing increasing difference from defective stems: (a) is maximally
close, being defective, and (d) is maximally far, not meeting any of the criteria for having
gaps. I make two major predictions with regard to the speakers’ reactions to these

different types of stems in a forced production and confidence ratings task.
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e Prediction 1: Interspeaker Agreement: In forced production, speakers will produce
defective and non-defective dental stems with different types of

morphophonological (non)alternations.

As described above, this prediction is inconsistent with both the CONTROL component
and Albright’s competition model. It is consistent, however, with the view that the gaps
are lexically specified, since lexical specification makes no a priori assumptions that
forced production of filled gaps would be subject to regular inflectional rules (although it
certainly does not exclude the possibility either). More importantly, if we find that
defective stems are produced according to inflectional patterns that do not normally occur
in the 1% person singular, but do occur elsewhere in the paradigm (e.g., in the past passive
participle), this is support for paradigmatic connection between those cells at some level

of structure.

e Prediction 2: Speaker Confidence: Defective and non-defective lexemes will have

independent effects on speaker confidence. Speakers will report lower confidence
in forms that correspond to gaps than in any type of non-defective forms, all else

being equal. (gap — lower confidence)

This reverses the prediction of Albright’s (2003) model, and is in line with the results of
the Greek production study, which showed that those gaps are not as closely tied to the
stress alternation as other data would suggest. If this prediction is supported, and stems

with gaps pattern differently from non-defective dental stems, this will demonstrate that
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gaps cannot be reduced to the structure of the morphophonological alternation (regardless
of whether prediction 1 is upheld). If the prediction is wrong, this would potentially

implicate the morphophonological alternation as causative of the gaps.

6.4.2. Methodology

The methodology for this experiment parallels the Modern Greek study in that it was
composed of four tasks: a background questionnaire, a lexeme familiarity ratings task, a
forced production sentence completion task, and a production ratings task. The

implementation different in some respects, however.

6.4.2.1. Experiment structure

We used the background questionnaire to collect basic demographic information from
each subject (e.g. age, sex, current and previous cities of residence, etc.), and information
about language use (e.g. native language, what language is used in the home, what
language is used at work, etc.). Based on this information we subsequently removed the
data of two subjects who were not eligible for the study. An eligible subject was
someone who was born and raised through adulthood in a Russian speaking country, who
spoke Russian in the home as a child, and who still speaks Russian on a regular basis.
The background questionnaire was administered as a pencil-and-paper task.

We split the other three tasks into two parts each. Subjects completed the
familiarity ratings task for half of the stimuli, followed by the production and ratings
tasks for those same stimuli, which were interleaved as described below. After a break,
they would then repeat the process for the other half of the stimuli. For these tasks

subjects sat at a computer and responded to prompts on the screen. The experiment was
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administered using the psychology experiment software E-prime. See Appendix E for
the full experiment materials.

In the familiarity ratings pretest subjects saw a Russian word in the middle of the
screen in red letters, and a series of numbers with labels below the word in blue. They
judged how familiar that word was to them, and how often they use that word, based on
the six-point Likert scale. They were be asked to respond as quickly as possible while
still being accurate by pushing the corresponding number on a numeric keypad.®” The
scale was: 1 =1 don’t know the word. / 2 = I can guess the meaning of the word, but have
never heard it. / 3 = [ am familiar with the word, but don’t use it. / 4 = [ may have used
this word a couple times. / 5 = I use this word sometimes. / 6 = I use this word frequently.
The task included two practice sessions, each of which consisted of ten stimuli. During
the first, subjects saw the full labels for the scale on the screen at all times, but during the
second, the labels were shortened (e.g. “don’t know”, “don’t use”, “use a lot”) to
discourage reading and overthinking. The subsequent non-practice items displayed these
shortened labels. All instructions and labels were presented in Russian.

The task was self-timed, and subjects received feedback on their pace after every

10 words of practice, and after every 20 words thereafter. If their mean response time for

all stimuli to that point was faster than 2.5 seconds, they received the message “x seconds

%71 used an external numeric keypad rather than a response box because I felt that it was important to
distinguish all six of these points on the scale rather than the five possible with response boxes. The
problematic value, in a sense, is “I can guess the meaning of the word, but have never heard it.” In my
experience, this is a necessary value for familiarity scales used to judge Slavic languages because rich
morphological systems create situations in which a word is easily understood by analysis of component
parts, but has no frequency in the language as a whole word. This means that the response times reported
in this experiment are not accurate to the millisecond. According to the E-prime User’s Guide, keyboards
introduce a response delay averaging Sms, as compared with response boxes. Considering that typical
response times were upwards of 1000 milliseconds for word production and in the hundreds of milliseconds
for familiarity judgments, this margin of error is minor.
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",

per response. Good job!”, where x is their average response time. If the mean response

time for all stimuli to that point was slower than 2.5 seconds, subjects received the

'9’

message “x seconds per response. Try to go faster!”. Most subjects had an overall
average of fewer than 2.5 seconds per response by or shortly after the end of the practice
sessions.

The main section of the experiment consisted of a cloze procedure forced
production task and a self-rating task. First, subjects saw an incomplete Russian sentence
in green letters in the center of the screen, with an underscore in place of a missing verb.
Once the person had read the sentence he/she pushed any button on the keypad, and the
missing verb appeared on the screen in the infinitival form, in red letters below the
sentence. The subject then said the word aloud in the form needed to complete the
sentence. For the target words, the sentential frame always required a first person
singular non-past form. For fillers, a different present tense form or the infinitive was
required. Subjects were instructed to say their responses as fast as they could, while still
being accurate. Subjects had only 3 seconds to respond once the word displayed on the
screen, before the experiment moved to a ratings slide.

The ratings slide prompted subjects to say a number reflecting how confident they
felt that the form of the word that they had just said was correct. The instructions
encouraged subjects to choose their own scale, emphasizing that only the relative
distance between the numbers was important, and not the absolute values. They were
asked to randomly assign a number to the first stimulus, and then double that number for
the second stimulus if they felt twice as confident in it as in the first stimulus, half it if
they felt half as confident, etc. This is free magnitude estimation. Subjects had 2.5
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seconds to respond with a number once the ratings slide appeared. The experiment then
moved on to the next sentential frame. Subjects received 10 practice items.

Pilot testing indicated two problems with this ratings methodology. First, it
showed a tendency for subjects to automatically assign the lowest score in their scale to
nonce words, on the apparent logic that if a word does not exist in Russian it cannot
possibly be “correct”. In response, we made a point between the familiarity ratings
pretest and the main section of telling subjects to judge the “made up words” as if they
were real words of Russian, explaining that words are always coming and going in the
language, and Russian speakers must always make decisions about how to create and use
new words. This seemed to solve the problem for all but two subjects during main
testing. I removed all data from these two subjects from the subsequent analysis.

Second, while the experiment instructed subjects to use free magnitude
estimation, with perhaps one exception they actually used closer to a percentage scale,
with fixed maximum and minimum values (zero was almost universally used as a
minimum, but maximum values were different for different speakers), and a fixed
number of points along the scale, typically about 8. The measures of confidence were not
necessarily erroneous, but are more accurately treated as reflecting a ratio scale with a
fixed lower bound, rather than as magnitude estimation.

The same set of 250 stimuli, all verbs, were used in all three tasks. The

experiment presented each word once in each task.
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6.4.2.2. Stimuli

We selected stimuli from a representative sample of Russian verbs based on a variety of
criteria.™

First, we compiled a list of gaps from nine dictionaries and previous research on
gaps, then selected twenty words with first person singular gaps from the list (see
APPENDIX D) based on the number of sources which cite the word as having a gap,
lemma frequency, morphological complexity, stem-final consonant, and pairing. We
gathered lemma frequencies from the Russian National Corpus.* We discarded those
with a frequency of less than one token per million, and among the remaining words,
chose items which ranged widely in frequency, were maximally morphologically simple
(when possible), which represented a variety of stem-final consonants (4 with /t/, 6 with
/d/, 4 with /s/, 6 with /z/), and which matched another gap as well as possible in terms of
frequency, stem type, and number of syllables. This created 10 pairs of gaps.

Three other types of stimuli were matched to these 10 pairs of gaps: non-defective
dental stems, palatal stems, and 1* conjugation stems. Non-defective dental stems, as

described above, are lexical items which belong to the same conjugation class as the

88 Maria Alley, Bryan Brookes and I created a representative list of potential stimuli in the following way:

First, we identified a large sample of Russian verbs by searching a reverse alphabetized list of Russian
words. Verbs are easily identified with a reverse alphabetized list due to infinitival suffixes. The list
contained 99,430 words. 26,263 were verbs. 4,463 were verbs with /t, d, s, z, st/ at the end of the
infinitival stem (both the first and second conjugation classes included). 2,502 were words with /¢, §, 7/ at
the end of the infinitival stem.

Second, we separated verbs with /t, d, s, z, st/ at the end of the infinitival stem into conjugation classes
via an automated search of an online version of Ozegov (1972) (http://starling.rinet.ru/cgi-
bin/query.cgi?root=/ust/local/share/starling/morpho&morpho=1&basename=\usr\local\share\starling\morp
ho\ozhegov\ozhegov). The search retrieved the first and second person singular forms and any comments
about usage for all 4,463 verbs with /t,d,s,z,st/ immediately prior to the infinitival suffix, all 2,502 verbs
with /¢, §, 7/ in this position, and 10% of the remaining verbs. This allowed us to separate verbs according
to inflection class. This process resulted in lists of all gaps, all non-defective dental stems (2™ conj.), all
palatal stems (2™ conj.), and a substantial number of first conjugation verbs.

% http://corpus.leeds.ac.uk/ruscorpora.html and also http://ruscorpora.ru/
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gaps, and which have the same morphophonological structure — /t,d,s,z/ at the end of the
non-past stem. Palatal stems also belong to the 2™ conjugation class but have /&,3,7/ at
the end of the stems. Remember (Table 36) that these have the same stem formation
throughout the non-past paradigm, unlike the dental stems which alternate. We matched
items in these three stem types to the gaps (one example of each stem type for every pair
of gaps) according to lemma frequency,”” number of syllables in the first person singular
non-past form, and morphological complexity. This resulted in 50 stimuli which are real
words of the Russian language.

We additionally composed 30 similar nonce words — 10 dental stems, 10 palatal
stems, and 10 first conjugation verbs.

Finally, we included 10 lexemes for which there is known and widespread
morphological variation (henceforth, doublets). In all cases these doublets were 1*
conjugation verbs, and the variation involves a reanalysis of the shape of the stem. For
example, some people inflect the 3sg of the verb maxams / maxat’ ‘to wave (a flag)’ as
mawi-em / mas-et while others use maxa-em / maxa-et.

We included these to explore the relationship between variability, paradigm
predictability, and subjects’ confidence ratings. For doublets, there is significant
variation, but the 1sg non-past form is still fully paradigm predictable because the
variation affects the entire paradigm (see Table 39). Thus the first person singular form

is predictable based on any other form of the paradigm, and vice versa.

% In addition to frequency information mined from the Russian National Corpus, Maria Alley verified that
in her opinion as a native Russian speaker, the words which were paired across each of the four stem types
were comparable in terms of frequency in her variety of spoken Russian.
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KyJaxTaTh KyJaxTaTh

kudaxtat’ kudaxtat’

‘to cackle’ SINGULAR PLURAL ‘to cackle’ SINGULAR PLURAL

15" p. KyJax4y KyJax4dem 15" p. Ky/axTaio KyJlaxTaeM
kudaxcu kudaxcem kudaxtaju kudaxtaem

2N KyJaxdelb | KyJaxdere 2N KyJaxTaellb | KyJaxTacTe
kudaxces’ kudaxcete kudaxtae$’ | kudaxtacte

3R KyJax4er KyJAax4dyT 3R Ky/IaXTaeT | Ky/aXTaior
kudaxcet kudaxcut kudaxtaet kudaxtajut

Table 39: Example of stem reanalysis in Russian (morphological doublets)

By contrast, if we find unexpected non-alternation in the 1sg of dental stem verbs, this
means that there is both variation and paradigm non-predictability of the 1sg form.
Comparing subjects’ confidence ratings for the doublets to ratings for the dental stems
thus allows us to separate the issues of variability and paradigm predictability.

In summary, there were 90 stimuli representing 8 conditions, across which stimuli
were paired as closely as possible, with the exception of the doublets. For example, the
word yyoums / cudit’ ‘to behave eccentrically’ is a gap. In the (hypothetical) first person
singular non-past form it has 2 syllables, according to the Russian National Corpus it has
a lemma frequency of 2.5 tokens per million words, it contains no prefixes, and the stem
ends in [d]. Along these lines it is matched to another gap uaoums / cadit’ ‘to singe’, the
regularly inflected dental stem word npyoums / prudit’ ‘to dam up’, the nonce dental
stem word 6adums / badit’, the regularly inflected palatal stem 6penuams / brencat’ ‘to

> 91

strum’,”’ the nonce palatal stem word xzenuams / klencat’, the regularly inflected 1%

*! Slavicists will recognize that 6penuams belongs to a relatively infrequent subtype of palatal stems. Most
second conjugation stems have infinitival forms with /i/ in the infinitival form, where 6penuamo has /a/. /a/
is more typical of infinitives for first conjugation stems. In this study we tried, where possible, to avoid
stems of this subtype where possible, but the overall limited number of second conjugation palatal stems
made this at times impossible without sacrificing the other criteria used for matching. Only three palatal
stem items have /a/ in the infinitive — Openuams, krenyams, and 6prozoicams ‘to be grumpy’. The
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conjugation stem word nawums / nasit’ ‘to sew onto’, and the nonce

word sagums / zafit’.

The types of target stimuli are summarized in Table 40.

1* conjugation stem

stem shape
dental stems | palatal stems 1* conj.
(t/d/s/z) (ch/sh/zh) stems
non-defective verb 10 10 10
nonce verb 10 10 10
gap 20
doublet 10

Table 40: Summary of target stimuli for Russian gaps experiment

The experiment also included 170 filler verbs and 20 practice items, for a total of
270 test items. As described above, each item was presented three times — once in the
familiarity ratings pretest, once in the cloze procedure forced production task, and once in
the confidence ratings task. The stimuli were organized into 8 blocks, which were
presented in 8§ different orders. Within blocks stimuli were randomized, with the
exception that no two target stimuli of the same type could be next to each other.
Including consent, debriefing, the background questionnaire, the computer work, and a
few breaks, the entire experiment lasted 1 hour to 1 hour 30 minutes per subject.

Subjects were paid for their participation.

remaining 17 have /i/. This difference apparently led to a few interpretations of kzenuams as a first
conjugation stem (1sg knenyato / klencaju), but otherwise it had no noticeable effect on the data.
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6.4.2.3. Types of data collected

From this experiment we collected five kinds of data.
e Lexeme familiarity ratings, on a scale from 1 (low) to 6 (high).
e Speakers’ reaction times for lexeme familiarity ratings.
e The verb form that subjects say to complete a sentential frame when prompted
with the infinitival form.
e The reaction time for subjects’ verb productions.
e Subjects’ ratings for how confident they were that their verb productions were

correct.

The lexeme familiarity ratings and both types of reaction times were collected using E-
prime. The verb forms and confidence ratings were spoken aloud by the subjects and
recorded using a Shure SM10A microphone and a Marantz compact disk recorder.

Since the voice key in E-prime is notoriously unreliable in recording response
times, particularly for words beginning with obstruent consonants (this includes virtually
all of our Russian stimuli), we recorded a tone onto the same track as subjects’ responses.
This tone was output by E-prime at the beginning of each slide on which speakers were
prompted to produce verb forms (after having read the sentences). This allowed us to
check for erroneous verb production reaction times by measuring the time from the tone
to the beginning of the subject’s response using the waveform editor Praat. The subject

did not hear the tone.
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During analysis of the data, the accuracy of the response times generated by E-
prime was checked against the recording. Based on a sample of 20% of responses, we
found that the voice key was consistently triggered at the onset of the vowel. We
adjusted the response times produced by the voice key accordingly, by measuring the
average length of onsets on a consonant by consonant basis. For example, for the nonce
word badit’ we would subtract from the response time the average number of ms from
the beginning of prevoicing to the onset of vocalic formants, as measured from a sample
of stimuli with word-initial /b/. For voiceless consonants we assumed 30ms of pre-burst
closure period, although this has no physical manifestation in the waveform.

To speed analysis, a phonetically trained researcher or a native Russian speaker
also listened to and wrote down subjects’ verb forms and confidence ratings for target
items during the experiment. These were then checked against the recording when the

response was in doubt.

6.4.2.4. Participants

Subjects were recruited through flyers at local businesses that cater to Russian émigrés,
emails to international students at Ohio State University from Russian speaking countries,
and word of mouth. Twenty-two native speakers of Russian participated in this
experiment.”> At the time of the experiment (2006) all were residents of Columbus, Ohio
or its suburbs. There were 9 men and 13 women. More than half were from Russia;

approximately 1/3 were from the Ukraine, but had learned Russian as their first language.

%2 These twenty-two subjects do not include seven whose results were removed. Two had arrived in the
United States as young teenagers, and reported that they did not at the time of the experiment speak
Russian on a regular basis. For three subjects technical problems while running the experiment caused
significant amounts of data to be lost. Two did not follow directions in the confidence ratings task, giving
uniformly the lowest rating to all nonce words, apparently solely because they were nonce words.
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One person was from Moldova. The subjects ranged in age from 19 to 60+; the majority
were 25-35 years old. All reported Russian as their native language and the native
language of at least one parent. All reported speaking Russian on a regular basis at the
time of the experiment, typically with family members. Some subjects were permanent

émigrés to the United States; others had come to the United States for education.

6.4.3. Results

6.4.3.1. First person singular gaps confirmed

First, three pieces of evidence establish that our particular group of speakers identify the
relevant lexemes as being defective, or minimally as being different from normal,
productive 1sg forms. First, when forced during the cloze procedure task to produce the
Isg form of a verb (= all target verbs), subjects were slower to respond if the verb has a
(prescribed) 1sg gap than if it is a non-defective verb. They were even slower to respond

with the 1sg form of nonce verbs. See Figure 22.
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Figure 22: Response times to cloze procedure task (production of 1sg), according to stimulus type

Second, we found that in rating how confident they were that they had produced a
“correct” 1sg form, subjects were generally more confident in their productions of non-
defective dental stem verbs than either gaps or nonce verbs with dental stems. This is
shown in Figure 23, which graphs subjects’ ratings of their productions (normalized as z-

scores by subject) according to the type of dental stem verb.
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Figure 23: Subject confidence in 1sg response, for dental stems

Finally, for all non-defective, non-nonce verbs, how familiar a person was with a lexeme
overall affected how confident they were that they had produced the correct 1sg form of
that word (p<0.001). By contrast, when a verb had a gap in the 1sg, familiarity with the

lexeme had no statistical effect on whether subjects thought that they had produced the

correct 1sg form (p=0.492).”> This is shown in Figure 24.

% This differs from the results in Albright (2003). He found a correlation in Spanish between lexeme
familiarity and subject confidence for both regular verbs and gaps.
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Figure 24: Subject confidence in 1sg response, as a function of lexeme familiarity

The lack of correlation between familiarity and confidence for the gaps may represent a
word frequency effect. The stimuli were matched for lexeme frequency, but as shown in
Figure 21 on page 165, a gap (by definition) has an unusual relative frequency
distribution. For non-defective verbs, lemma frequency is (likely to be) a strong predictor
of word frequency. Thus, word frequency effects can result in a correlation between
lexeme familiarity and subject confidence. For verbs with 1sg paradigmatic gaps,
however, lemma frequency is not predictive of the frequency of the 1sg. This results in
no correlation between subject confidence and lexeme familiarity for these stimuli. The
longer response time for gaps and the overall lesser confidence that speakers have when

producing 1sg forms of gaps stimuli are also consistent with word frequency effects.
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These measures do not indicate much about the relationship between
defectiveness and the structure of the morphological system, but they support the corpus
information and dictionary descriptions and are important for establishing a foundation:

our participants clearly distinguish defective and non-defective forms.

6.4.3.2. Correlation between intersubject agreement and confidence

More interestingly, we found a correlation between agreement over inflected form and
subject confidence. First, there was significant variability in subjects’ productions of the
Isg form, particularly for verbs with dental stems and for doublets. Table 41 gives the
mean and median rate at which subjects agreed on the form of the first person singular

(henceforth, intersubject agreement) for all conditions.

DENTAL STEMS | PALATAL STEMS | 1°" CONJ. STEMS

MEAN | MEDIAN | MEAN | MEDIAN | MEAN | MEDIAN
NON-DEFECTIVE | 0.87 0.95 1 1 1 1
NONCE | 0.51 0.47 0.84 0.91 0.77 0.83
GAPS | 0.54 0.52 DOUBLETS | 0.64 0.52

Table 41: Average and median intersubject agreement ratings for 1sg productions

We calculated intersubject agreement from responses to the same item for all pairs of
subjects. For instance, if for nobedums / pobedit’ ‘to be victorious’ subjects A and B said
pobezu, while subject C said pobedju, the A-B and C-D pairs are coded as 1, and the A-C
and B-C pairs are each coded as 0. Averaging across these individual pairs provides a
measure of intersubject agreement for a given item. Then averaging across (or taking the
median of) the item scores produces an average (median) agreement score for the

condition. Scores were calculated solely on the basis of the inflectional morph; variation
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in stress placement, vowel quality,”* and other minor differences were ignored. Errors
(e.g. producing the wrong lexeme) were not included in the analysis. Non-responses,
circumlocutions, examples of a 2™ conjugation stem produced with 1% conjugation
inflection or vice versa, or other responses which are not strictly errors and which could
potentially be construed as avoidance strategies were included in the analysis but we
treated them as a single response type because they were so various, and individually
infrequent.

Inspecting the results in Table 41, the very fact that subjects did not always agree
on the form of the 1sg for dental stems is, in and of itself, surprising because in
Contemporary Standard Russian there is only one prescribed form for 2™ conjugation
verbs with dental stems: the stem-final alternations d ~ 2, z ~ 2, t ~ ¢/§" s ~ § are
mandatory. Yet our subjects did not consistently produce the standard language form.

The lowered agreement scores are primarily the result of subjects producing some
lexemes with unexpected non-alternation. By subject, rates of producing the prescriptive
alternation for all dental stems ranged from 37% on the low end to 95% on the high end.
By item, the nonce dental stems ranged from 0% alternation to 79% alternation, the gaps
ranged from 14% alternation to 95% alternation, and the non-defective dental stem verbs
ranged from 67% alternation to 100% alternation (six of the ten forms were produced
with alternation by all subjects). Since the supposedly automatic alternation is obviously

not automatic for gaps, nonce verbs, and some non-defective dental stems, this at least

% For example, okan’e was a notable characteristic of one subject’s responses. Contemporary Standard
Russian has a variety of vowel reductions. Okan’e is the failure to reduce the vowel /o/ to either /o/ or /a/, a
dialect feature in southern Russia.
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suggests the possibility that the existence and persistence of the Russian paradigmatic
gaps can be explained as a problem of paradigm predictability.”

Supporting this idea is the fact that individual subjects’ confidence in their
productions was correlated with the degree to which subjects agreed (as a group) on what
the “correct” 1sg form was. Figure 25 shows that defective and non-defective dental

stems fall along a single continuum in this regard.

1.5

* = gaps
A = regular dental 5 data points

1.0

R?=0.834, p<0.001
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Median Subject Confidence in 1sg Cloze Production
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Cloze Response: Intersubject Agreement by ltem

Figure 25: Correlation between intersubject agreement and confidence ratings for both defective and
non-defective dental stems®

% Moreover, non-agreement cannot obviously be reduced to an artifact of the testing method, since
speakers were in complete agreement for two other categories that prescriptively allow only one form —
palatal stems and 1* conjugation stems. (The minor disagreement among the nonce stems resulted from
some intended 2™ conjugation stems being treated as 1*' conjugation and vice versa.)

% Points A, B, and C are statistical outliers and were not included in the regression calculation.
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We note that subjects’ confidence in their 1sg verb productions did not as a whole depend
on the particular verb form that they produced. In other words, in general participants
were equally confident that they had said the “correct” form, no matter whether they had
produced a form with unexpected non-alternation or with the prescriptive alternation.
This was clearly true for both nonce dental verbs (|t| = 1.473, p = 0.143) and gaps (|t| =
0.221, p =0.825). The data for the non-defective dental stems is harder to interpret.
They trend in the direction that subjects were less confident in their productions when
they had produced a form without an alternation. However, so few forms without
alternations were attested that this may be an artifact.

The correlation between intersubject agreement and the confidence ratings, and
the fact that the defective and non-defective dental stems fall along a single continuum,
are consistent with the conclusion that the Russian 1sg non-past gaps are closely and

actively tied to competing inflectional patterns. We find this a surprising result.

6.4.3.3. No correlation between variation and confidence

Moreover, the same correlation was not found for doublets. As shown in Figure 26,
subjects reported being maximally or near-maximally confident in their productions of all
doublets, regardless of whether intersubject agreement scores were high or low. This
indicates that paradigm predictability, not simply the existence of two inflectional

patterns, drives subjects’ confidence ratings.
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Figure 26: No correlation between intersubject agreement and confidence ratings for doublets

As described in the methodology section above, the variation in the doublets
involves two analyses of the non-past stem shape. For xyoaxmamo / kudaxtat’ ‘to
cackle’, some people use the non-past stem kudaxc- while others use kudaxtaj-. The
latter is probably the newer stem, being a reanalysis based on the stem for the infinitive
and past tense. The important thing to note here is that whichever stem shape is used, it
is used throughout the non-past tense (see Table 39 on page 178). By contrast, for dental
stems the alternation applies only in the first person singular form among the non-past
forms. The other non-past forms remain the same, regardless of the 1sg form.

This difference entails that a given first person singular non-past form of a

doublet can be predicted from any other form of the non-past paradigm. While there may
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be variation within the community, within each variant paradigm the forms are mutually
reinforcing. By contrast, if we assume, as the data indicates, that unexpected non-
alternation represents a possible pattern, in paradigmatic terms the 1sg non-past of dental
stems is isolated. In this experiment the gaps and the doublets showed equal variability,
and subjects reported that they were equally familiar with both sets of lexemes.

Paradigm predictability thus seems to be the best available explanation for the lower
confidence that subjects exhibited in gaps and non-defective dental stems, relative to their
confidence in doublets.

Overall, the point here is that the data presented so far is quite surprising from the
perspective of the standard language. The facts are consistent with a paradigm
predictability account as active, synchronic motivation for the Russian gaps. However,
there are two reasons to still be cautious about this conclusion: the analysis by subject,
and more importantly, the analysis of the actual responses, beyond just the rate of

agreement.

6.4.3.4. Analysis by subject: No correlation between alternation and confidence

If the Russian gaps are the result of low (paradigm) predictability of the word form, we
would expect to see this pattern not only by item, but also by subject. Specifically, we
would predict that individual subjects whose responses are relatively evenly split between
alternating and non-alternating forms would have low confidence in their productions of
gaps, relative to their confidence in the regular dental stems. By contrast, subjects who

virtually always produced forms with (or without) alternations should have equal
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confidence in the gaps as in the dental stems because that subject faces no difficulty in
choosing the appropriate word form in either case.

This prediction is not upheld. As shown in Table 42, there is no correlation
between consistency in producing (non-)alternating forms and confidence at an individual
level. A simple linear regression of subject confidence according to consistency in

producing alternation/non-alternation yielded a non-significant result (p=0.592).”

Subject | % dentals produced | average confidence difference:
w/ alternation regular dentals minus gaps (Z)

16 36.8 1.107
28 38.5 0.6

21 39.4 0.729
27 39.5 0.211
11 44.7 0.84
8 52.6 1.1

19 54.3 0.75
3 61.8 0.459
20 63.2 0.466
23 72.5 0.725
14 74.4 0.913
5 77.4 0.864
6 82.9 2.019
25 83.3 0.292
26 83.3 0.074
18 84.2 -0.2

17 86.1 1.107
2 86.5 0.7

29 86.8 1.153
24 88.2 0.667
13 89.5 0.047
7 94.6 0.4

Table 42: No correlation between consistent production and confidence

%7 Note that for this measure, the percentage of forms for which a given subject produced the prescriptively
required alternation was converted to a consistency score by subtracting any value below 50 from 100.
Thus, Subject 16, who produced the alternation only 36.8% of the time was 63.2% consistent in his/her
responses.
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This result is inconsistent with the idea that competition between alternating and non-

alternating patterns directly and actively causes the 1sg gaps. It is more consistent with

Baerman and Corbett’s hypothesis that the gaps have a primarily historical explanation,

and that they have subsequently been lexicalized.

6.4.3.5. Analysis of responses: Paradigmatic connections

And finally, perhaps the most interesting data comes from the actual responses

themselves. A subset of the data from the defective lexemes is reproduced in Table 43.

ITEM S11 S13 S14 S16 S17
nobedums noben’ 1o nobex’y nobex’y N/A nobex’y
pobedit’ pobedju pobezu pobezu pobezu
ybeoums yoen’to yoex’y yoex’y yben’to yoexn’y

ubedit’ ubedju ubezu ubezu ubedju ubezdu
yyoums gy 1’10 qyxK’y qyxK’y 9y 1’10 qyK’y
cudit’ cudju cuzu cuzu cudju cuzu
2onocums roJIoc’ 1o rojour’y rojom’y roJIoC 10 roJjiomr’y
golosit’ golosju golosu golosu golosju golosu
npuOmMUmscs | IPAIY’yCh | MPHUIOY YCh | NP HUIOY’YCh | NPHUIOT KOCh MPUIOY’yCh
prijutit’sja prijucus’ prijucus’ prijucus’ prijutjus’ prijucus’
epe3umso rp’e3to rpex’y rp’exy rp’exy rp’exy
grezit’ grezju grezu grezu grezu grezu
owymumo OILYT 10 omyur’y omyur’y OI1ly-, OLTY- omyur’y
oScutit’ oscutju oS¢uscu oS¢uscu HE 3HAI0 oS¢uscu

oScu-, oSc¢u-,
I don’t know

Table 43: A sample of responses for defective stems

The most important response is highlighted in bold — y6eorcoy / ubezdu ‘1 will convince’.

The o ~ Zd alternation is never found in first person singular forms (in the modern

language) among non-defective lexemes. However, remember from (28) on page 159

that this alternation does appear in the past passive participle. Usually the alternation in
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the past passive participle is the same as in the first person singular for dental stems.
Only a subset of dentals have the /zd/ alternation, e.g. inf: oceo60dums / osvobodit’ ‘to
become free’; 1sg: oceobocy / osvobozu; ppp: oc60602coén / osvobozdjon. We call this,
and a parallel alternation ¢ ~ ¢, the Church Slavonic alternations, because of their
historic origins.

As shown in the table below, Church Slavonic alternations were produced 22
times for defective lexemes, but never for nonce dental verbs or non-defective dentals.
Three verbs account for all 22 examples: oscutit’ (9, osc¢uscu), pobedit’ (8, pobezdu), and

ubedit’ (5, ubezdu).

Subject Responses

Prescriptive No Church Slav. 1" Total

(w/ altern.) | alternation alternation conj.
o | non-defect. 192 10 0 3 205
E dental (93.7%) (4.9%) 0%) (1.4%) | (100%)
2 252 142 22 14 430
= gap (58.6%) (33.0%) (5.1%) (3.3%) | (100%)
E | nonce 90 98 0 9 197
%2 | gental (45.7%) (49.7%) (0%) (4.6%) | (100%)

Table 44: Summary of subject responses to dental stems

The form oscuscu is listed as the 1sg form by Ozegov (1972) and Okuntsova (2004)
(Okuntsova also lists it as “not good sounding”, i.e., a gap). Since there are verbs which
prescriptively have the alternation ¢ ~ $¢, this could thus be considered the prescriptive
form. But these three verbs have something in common — they are exactly the verbs that

have the Church Slavonic alternation in the past passive participle.”® For the other four

% The stem shape /...7d-/ also occurs in the imperfective pairs of these verbs: no6escoams / pobezdat’ and
yoeacoams / ubezdat’, and this is likely a contributing factor favoring many speakers’ choice of /zd/ in the
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defective stimuli ending in /d/, the alternation in the past passive participle would be
expected to be /Z/.

The fact that the Church Slavonic alternations creep into first person singular
forms — but only for this subset of defective lexemes — is significant. It indicates that
when forced to fill gaps, speakers are looking outside of the first person singular for a
form. This strategy makes sense if (a) speakers know that the normal rules of 1sg
formation do not apply (e.g., because there is a lexicalized gap), and (b) there is a
paradigmatic connection between the first person singular cell and the past passive
participle cell. It is not clear that this data can be accounted for as the result of competing

rules for the first person singular cell.

6.4.4. Conclusions

In the end, the Russian data is complicated. It is neither fully consistent with a
synchronic account of paradigmatic gaps as paradigm predictability, along the lines of
what I proposed for Greek in CHAPTER 4, nor fully what we would expect to find if the
gaps have long been lexicalized. In the absence of contrary evidence, we assumed that
the paradigmatic gaps represent a cohesive group, but based on the results it seems that
this may not have been a valid assumption. We were surprised to find unexpected non-
alternation among almost all defective and nonce verbs, and even more surprised to find
it among some non-defective verbs. In the future it is thus worth exploring the gaps on a
more individual level, to see which might be amenable to a paradigm predictability

approach. But even if such an account can be formed, it cannot explain the examples of

stem of their responses. However, their answers could not be interpreted as actually being the imperfective
variant because the imperfective forms belong to the 1* conjugation, with the expected first person singular
non-past forms nobesrcoaio / pobezdaju and ybexcoaro / ubezdaju.
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Church Slavonic alternation. Minimally for these lexemes (especially no6edums /
pobedit’, ybeoums / ubedit’), we must conclude that the gaps have become lexicalized.
Additionally, these results should make us wary of interpreting speakers’ forced
productions directly in terms of inflectional rules. Orgun and Sprouse (1999) assume that
speakers know what the first person singular non-past form would be, and they use this as
the premise for a theory of surface filters (the CONTROL component). This study
throws that underlying idea into doubt. Clearly, speakers rely on morphological structure
when forced to fill a gap, but they do not necessarily produce the form we would expect

if the lexeme were not defective.

6.5. The development of the standard language as a historical source of

paradigmatic competition and sociolinguistic motivation for avoidance

The results of the production and ratings experiment indicate a complicated relationship
between inflectional structure and defectiveness, in which gaps may not be an internally
coherent group, and some are lexicalized while others may not be. This raises the
question of how the language came to this structure historically. In this section I briefly
review some of the historical facts surrounding the development of the standard
language. Although the historical data is scant, there are hints about how the
paradigmatic gaps may have first arisen. Although paradigm predictability is a piece of
the puzzle, the focus here is on the kind of social conditions that I speculate are needed
for paradigmatic gaps to develop, as opposed to free variation, or some other resolution to

paradigm non-predictability.
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While Contemporary Standard Russian more or less represents a codification of
the speech of social elites, the development of the standard and literary languages was not
always based in a spoken norm. Prince Vladimir’s conversion to Christianity in 988-9 on
behalf of all Rus’ effectively started the literary tradition of East Slavic peoples. At that
time, Rus’ received liturgical books and teachers from South Slav regions, and while the
language of these books (Old Church Slavonic) was somewhat different from the local
version of Slavic in that it reflected South Slavic reflexes and dialect features, it is
generally accepted that the new linguistic features used for (church) writing were not so
different as to constitute an impediment to understanding for Russians (Schenker 1995,
Vinogradov 1969, Vlasto 1988).

The influence of (Old) Church Slavonic is still strongly present in Contemporary
Standard Russian, especially in the areas of vocabulary and (morpho)phonology. The
relevant examples for the present purposes are the reflexes of Common Slavic *dj and *tj
— Russian developed /Z/ and /¢/, while Church Slavonic (ChSI) reflected the reflexes /zd/
and /§/ (5¢). In Modern Russian, there are numerous pairs of words/stems, one with the
native Russian reflex, and one with the Church Slavonic reflex. These forms are often
stylistically or semantically differentiated, with the lexeme of Church Slavonic origin

representing the higher style or more abstract semantics.
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(30) Pairs of stems in Contemporary Standard Russian: Church Slavonic and native

Russian reflexes (taken from Vlasto 1988: 14)

ChSI Reflex Gloss Russian Reflex Gloss
COTIPOBOXK/IATH ‘to accompany’ MPOBOXKATH ‘see oftf’
soprovozdat' provozat'

BO30YKIEHHBIN ‘arouse (p.p.p.)’ pa30yKEHHBIHI ‘rouse (p.p.p.)’
vozbuzdjonnyj razbuzonnzj

TOXKJIECTBO ‘identity’ TOXKECTBO ‘identity’
tozdestvo tozestvo

€KEHOLIHBIN ‘nightly’ HOYHOM ‘nocturnal’
ezenoscnyj nocnoj

MPOCBEIIATH ‘to illuminate’ MIPOCBEYHMBATH ‘to pass through
prosvescat' prosvecivat' (of light)’

In general, morphological influence from Church Slavonic was relatively minor, but the
ChSI. reflexes became widespread in the past passive participle, in large part because the
entire grammatical category was borrowed into East Slavic. For the first person singular
non-past, by contrast, the native Russian reflexes were eventually standardized, setting up
the partial non-parallelism between the alternations in the these two paradigmatic cells.
The Russian language underwent substantial changes in the 13" and 14"
centuries, in part because the South Slavic languages had a renewed influence during this
time on the language of East Slavic church writing (the Second South Slavic Influence).
This influence caused a significant rift between spoken Russian and written language of
the church, which widened over time. As Vlasto (1988:366) notes, “By the beginning of
the 17" c. ChSl. had everywhere — whether in Moscow, Kiev, or Vilna — to be acquired
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with much study, and therefore a codification of ChSl. grammar became for the first time
in its ESI. history an urgent desideratum.” The written norm was both imbued with high
social prestige, and was also inaccessible, even to many literate persons.

From the 17" to the 19" century, the place of Church Slavonic in the emerging
literary language was a source of hot debate, characterized by alternating and overlapping
waves of conservative return to an archaic, Church Slavonic-based form, and the
incorporation of colloquial features (Vinogradov 1969). Lomonosov’s work was
particularly influential, advocating what eventually became the basic outline of the

modern standard language. According to Vlasto, Lomonosov’s basic premise was that

The ‘middle style’... should use this common stock of words [i.e., natively
inherited words] with a judicious admixture of Slavonicisms. The ‘low’ style...
will avoid virtually all Slavonicisms. The ‘high’ style will use Slavonicisms
liberally, including new words formed on ChSl. models, with one important
proviso: all such Slavonicisms must be immediately intelligible in Russian terms.
(Vlasto 1988:381-2)

This proposal, however, potentially caused more problems than solutions for many
literate Russians at the end of the 19™ century. As Vinogradov argues, as a result of

Lomonosov’s influence and other coinciding trends,

The grammatical system of the literary language also underwent great changes in
the second half of the [19'] century. These were of two kinds. Grammatical
doctrine, which had condemned the ‘folkish’ features of the older grammar...
nonetheless still allowed those conversational grammatical forms which did not
sharply contradict the orthoepic system of the written language... On the other
hand, however, the tendency toward bookishness in scholarly and journalistic
writings, and the instability of the boundaries between the written and
conversational languages, led to a development of new grammatical forms based
on the old categories of the literary language. A process of granting equal literary
rights to opposing grammatical categories thus came into being (Vinogradov
1969:262).
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In short, by the second half of the 19" century, the linguistic state of things is perhaps
best described as chaotic. There was still a strong influence from Church Slavonic
alongside a growing acceptance of grammatical features based in colloquial language.
The end result was competition between native Russian and Church Slavonic forms for
status, including an apparent debate over whether the Russian alternations (/Z/ and /¢/) or
Church Slavonic alternations (/zd/ and /§/) should be in the first person singular non-past
cell. At the time, the pull of the two norms was probably strong for words of Church
Slavonic origin, but much less so for native Russian words.

Moreover, one characteristic of colloquial speech was non-alternation in the first
person singular non-past of dental stems. According to Vinogradov (1969:267), by the
mid-nineteenth century, in city dialects morphophonological alternations had been
leveled, including among dental stems, e.g. coporocs / gordjus’ instead of coparcyce /
gorzus’ ‘1 am proud of’. This is the same pattern that I found in the forced choice
experiment described above. Of course, the standard language ultimately did not accept
these stem levelings, but at the end of the 19" century, the non-alternating forms were in
contention with the alternating forms, and both vied for status as standard language

variants.”’

% There is one more piece of evidence which is too speculative to put too much weight behind, but which is
nonetheless intriguing: “In official, scholarly, and publicistic styles it was occasionally necessary to
obliterate or blur the individualized, often familiar and concrete, depiction of action which was frequently a
property of the simple form of the verb. For this purpose, a periphrastic construction was used, consisting
of a more or less abstract verb, which designated the action in general (or which had lost all or nearly all
concrete meaning of any sort), and a deverbative noun, which designated the specific content of the
action... Sometimes these constructions came from the Church Slavonic tradition (oaepsxatps nodeny
[=oderzat' pobedu ‘to score a victory’]), and sometimes they were calques of West European phraseology...
Synthetic forms of expression were replaced by analytical ones — on the model of West European
languages” (Vinogradov 1969:250-51). If there was already a strong tendency to not use verbs such as
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The end result was that towards the end of the 19" century, the first person
singular cell of 2nd conjugation dental stem verbs became caught between three variants —
the natively inherited alternations, non-alternation (leveling), and the Church Slavonic
alternations. The Church Slavonic alternations were most relevant to lexemes of higher
style / Church Slavonic origin, and the leveled pattern was most probably most influential
for lexemes of lower style / native Russian origin. The historically inherited alternations
competed in both cases.

This was all combined with an increasing valuation of adherence to a
prescriptivist norm, and an expansion of the range of people for whom the normative
standard was important. “...[W]riters now came from very different social backgrounds,
and the choice of subjects had broadened. The hypertrophy of artificial bookishness
coexisted with a democratic broadening of the literary language” (Vinogradov 1969:254).
Among other developments, a new merchant class was becoming established in Russian
speaking cities, which caused a rearranging of social structure, and provided an alternate
model of social prestige. These conditions were ripe for a large class of newly
prestigious Russian speakers who felt insecurity over normative language standards,
which were themselves in flux.

While it is problematic to equate historical attestation with historical
development, there is some indication that gaps began appearing in the late 19" century
and early 20" century. Ushakov’s (1935-1940) dictionary was among the first to cite a
gap in the verb nobeoums / pobedit’ ‘to lose’. This is also the lexeme most frequently

cited in more recent dictionaries and grammars as having a gap, and thus potentially (as

pobedit’, this may have opened a wedge to a more general pattern of avoidance, and the subsequent
appearance of gaps.
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Baerman and Corbett argue) the original locus of gaps and the point from which others
spread.

The timing is significant for the issue of whether defective stems arose from
productive ones, or whether they were always defective. Since many of the defective
stems have origins in Church Slavonic, it has sometimes been assumed that the lexemes
have been defective in Russian ever since they were borrowed (e.g., Baronian 2005). But
in fact, there is every indication that the lexemes were once well formed, and that
defectiveness in the first person singular cell developed subsequently. Dictionaries in the
late 19" century do not list the 1sg of noGedums / pobedit’ as remarkable in any way.

I hypothesize that paradigm non-predictability is requisite for the development of
gaps (at least for the kind of gap discussed in this dissertation), but paradigmatic gaps are
more directly the result of speakers’ avoidance strategies. And avoidance only make
sense if the relevant structure is a social marker or stereotype in the Labovian sense
(Labov 1994). Gaps thus come from a social response to paradigm non-predictability,
and not a direct, mechanistic result of grammatical structure. If not all variation has
negative valuation attached to one or more variants, different types of variation could
lead to different reports of confidence levels, even when paradigmatically unpredictable.

While the data is admittedly slim, I speculate that at the time that the gaps arose
(late 19™ century to early 20" century), both formal paradigm non-predictability and
social stigma aligned in the Russian language and society. The instability of standard
language norms resulted in competition between three variants in the first person singular
non-past of dental stems for prestigious status. At the same time, the normative standard

by all accounts became more important within Russian society. This may have provided
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motivation to the new merchant class of the cities, and others, to avoid the first person
singular cell where the valued variant could not be predicted.

More data is needed to support this account, of course, before it can be given
much weight. But the larger point here is that paradigmatic gaps are not a mechanistic
result of grammatical structure. They are the result of a response by speakers to weak
points in inflectional structure. We must therefore look not only at formal morphological
structure to understand paradigmatic gaps, but also the social conditions surrounding

language use.

6.6. Summary

The Russian 1sg gaps have long been a mystery because they are tied to a
morphophonological alternation in the standard language, but there is no obvious reason
that the alternation should cause inflectional defectiveness. In this chapter I presented an
experiment that looked at whether the standard language alternation applies uniformly in
the relevant class of nouns. To my knowledge, this is the first study of the Russian gaps
to include behavioral data. I was surprised to find widespread non-alternation among
dental stem nouns, including some non-defective lexemes. More data is needed to
demonstrate that non-alternation is an existing pattern for well-formed lexemes, but the
evidence so far suggests that a paradigm predictability account might be viable as
synchronic motivation for some paradigmatic gaps.

At the same time, a few words showed an alternation, Zd, not found in the first
person singular cell among non-defective lexemes. This indicates that at least some of

the gaps in Russian are lexicalized, and that the gaps as a whole may not form a coherent
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category. Moreover, these gaps reveal paradigmatic connections between the first person
singular and the present passive participle cells in the stem paradigm. The appearance of
this alternation makes perfect sense if we look beyond the first person singular cell to the
past passive participle. This strongly supports not only a paradigmatic theory, but in
particular a theory in which generalizations exist at successively broader levels (i.e., an
inheritance hierarchy). On a local scale the first person singular cell, like the umlauting
patterns in German, is governed by a separate generalization than the past passive
participle. But on a more broad level they share a generalization.

Finally, I speculated that paradigm predictability is prerequisite for the
appearance of (this kind of) paradigmatic gap, but it is not in and of itself sufficient.
Equally important, speakers must have some social motivation for avoidance. This seems
most likely when the paradigm cell serves as a social marker. The historical facts hint
that both of these conditions coincided in Russian around the time that the first gaps are

thought to have appeared.
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CHAPTER 7

CONCLUDING THOUGHTS

7.1. A review of important points from this work

In the preceding chapters I have tried to shed light on the nature of the relationship
between paradigmatic gaps and morphological (especially paradigmatic) structure.
Traditionally, gaps have been treated as curious but marginal phenomena within the
larger linguistic system. More recently, there has been a surge of interest in trying to
explain gaps in exactly the opposite fashion, as epiphenomenal to general grammatical
principles. I claim that while many examples of gaps are far from random idiosyncrasies,
neither can gaps always be reduced to competing grammatical principles. I argued three
main points.

First, I showed that in both Modern Greek and Russian, there is a strong
connection between the structure of the lexicon and the existence of paradigmatic gaps —
those inflected forms that are paradigmatically unpredictable based on lexical
organization are prone to having gaps. Importantly, paradigm predictability is not the
same as inflectional variation. The stem shape of the morphological doublets in Russian
varies by speaker, but is fully predictable given any other form of the non-past
inflectional paradigm. The doublets also show no signs of being defective; subjects in

the production and ratings experiment treated the doublets as fundamentally different
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from the first person singular gaps. Likewise, in Modern Greek two inflectional classes
show equal internal variability with regard to stress placement in the genitive plural, but
for one class the form of the genitive plural is predictable from the genitive singular
while for the other class it is not. The latter class is the locus of 98% of the paradigmatic
gaps in the genitive plural. Thus, inflectional variability may be a necessary criterion for
a language to develop defectiveness, but it is not a sufficient one. Paradigm predictability
entails variation, but is narrower in scope. And since predictability is an inherently
paradigmatic concept, the data highlights the ways in which gaps are dependent upon
inflectional structure, and supports a model of the lexicon in which stems form a network
connecting paradigmatic cells and entire paradigms to each other.

However, the fact that gaps are dependent upon paradigmatic inflectional
structure should not be taken as equivalent to saying that paradigmatic structure causes
gaps. An area of paradigmatic unpredictability represents a weak point in an inflectional
system, but speakers’ reactions to that weak point — insecurity and subsequent avoidance
— are the direct causes of paradigmatic gaps. This is perhaps my point of greatest
departure from previous research, which has tended towards a mechanistic approach to
explaining paradigmatic gaps. In straightforward terms, mechanistic approaches
overpredict the appearance of gaps because they fail to be able to distinguish between
multiple possible resolutions to the same type of weakness in inflectional structure. In
response to paradigmatically unpredictable stress in the genitive plural of Modern Greek,
speakers could have leveled the stress, rather than avoided the paradigmatic cell. Russian
speakers could have accepted variation in the first person singular non-past, much as

variation in the morphological doublets is largely accepted. The grammatical structure of
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the language cannot distinguish between these outcomes because they are fundamentally
rooted in social structure and speakers’ beliefs about their language. A theory which only
attends to the grammatical structure is therefore necessarily inadequate. This dissertation
is not a sociolinguistic study, but it demonstrates the need to take a more
sociolinguistically informed approach.

Finally, paradigmatic gaps are similar to other, productive morphological
phenomena in being subject to lexicalization. While it is tempting to make conclusions
about the synchronic relationship between gaps and morphological structure based on
distributional data alone, as has often been done, the Greek data highlights that
distributional data does not necessarily provide the entire picture. The results presented
in CHAPTER 5, in particular, should lead us to rethink whether languages in which
competing morphological patterns actively cause defectiveness are the rule, or the

exception.

7.2. Questions for the future

Of course, there is much work still to be done. Perhaps most pressing are the questions
surrounding lexicalized gaps. What processes lead to the lexicalization of gaps? And
how do gaps persist after being lexicalized? Both the ability of gaps to be lexicalized in
the first place, and their subsequent stability across generations, are at first glance

counterintuitive.

7.2.1. What processes lead gaps to be lexicalized?

Taking these questions in turn, it is well established that many factors promote

lexicalization, including phonological changes that obscure morphological relations
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within the word, semantic non-compositionality,'” and most famously, high frequency.
Word-forms with high frequency (relative to their base) are likely to shift from being
produced by active word formation rules to being lexically stored because direct access
offers a processing advantage. And the data in CHAPTERS 5 and 6 indicates that at least
some of the Greek and Russian gaps have made essentially the same shift from being
actively motivated by inflectional structure to being lexically specified. Yet paradigmatic
gaps are, by definition, the exact opposite of high frequency. How, then, can we
understand that opposite characteristics lead to fundamentally the same result? If high
frequency forms have a tendency to lexicalize, how can non-existent forms lexicalize?
This question must be left for future research, but I suspect that the answer lies in
frequency distributions. As shown for Russian in Figure 21 in Section 6.2, the frequency
of the defective cell in isolation is near zero, but in the context of the entire paradigm,
paradigmatic gaps have a unique distribution. I hypothesize that speakers are sensitive to
this distribution, and they use this information to extract the generalization that a given
cell is defective. This effectively bypasses the inflectional process, promoting
lexicalization. This is in line with recent work by Baayen and colleagues on sensitivity to

frequency distributions (e.g., Baayen 2006, Hay and Baayen 2005).

7.2.2. Why are lexicalized gaps generationally stable (i.e., how are they learned)?

The question of how gaps remain stable across several generations after being lexicalized

is more contentious, because it is tied up with issues of language learning.

19 Eor example, cobweb is historically a compound derived from coppe ‘spider’ + web, but the
analyzability as a compound is lost because coppe is not longer used.
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In particular, the generativist tradition has often maintained that children cannot
learn from explicit or implicit negative evidence. This line of argumentation began, for
all intents and purposes, with Gold (1967) and Brown and Hanlon (1970). Gold argued
that if children do not receive both positive and negative evidence, the latter allowing
them to identify that a particular utterance has an error, then the types of grammars that
children propose must be significantly constrained. Brown and Hanlon demonstrated that
parents give explicit feedback on the truth value of a child’s utterance, but not (often) on
its grammaticality, suggesting that Gold’s presupposition was valid — children do not
utilize explicit negative evidence. Later evidence that there is no direct connection
between feedback and learning has added to this argument (Pinker 1989), and work on
retreat from overgeneralization concluded that if innate parameter settings exist, negative
evidence may not be not needed in the learning process (e.g., Morgan and Travis 1989).

Many studies of paradigmatic gaps have inherited this belief that children cannot

learn from negative evidence. For example,

[How speakers know that a given word is not used with a given inflectional
property set] ...can be restated in terms of negative evidence. Given that we know
that speakers are able to produce or inflect words that they have never heard
before, the default setting cannot be [-lexical insertion]. If that were the default
setting, then this would amount to saying that every word is learned, a conclusion
that would go against any generative model of morphology. But then, if words
start out with the value [+lexical insertion], what evidence could allow learners to
know that a given word is to be marked [-lexical insertion]? Only a specific
instruction to the effect of the sort “do not use this form” could justify such a
change. As we know, this is the kind of negative evidence that most theories of
language acquisition do not recognize as valid. (Baronian 2005:131-132)
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One possible resolution to this problem is to formally treat paradigmatic gaps as a
byproduct of the grammatical system, for example, the result of competition between
inflectional rules. Essentially, if paradigmatic gaps have no explicit status in the
grammar, there is nothing to explicitly learn. The learnability of defectiveness rests on
the learnability of the facts from which the defectiveness is itself actively derived.
Baronian follows this path of logic. The feature [+ lexical insertion] cannot be a feature
of UG, primarily because retreat from overgeneralization is not possible without negative
evidence, which is unavailable. He thus concludes that in the absence of a UG
explanation, the morphological system must be structured in such a way that gaps need
not be explicitly learned. He applies this principle to a study of French inflectional
defectiveness.'"'

This kind of rejection of negative evidence is not rare in the study of inflectional
defectiveness. Hudson (2000) uses essentially the same logic, concluding for the *amn 't
gap in English that “There must be something about the grammar of English that causes
the gap in a way that speakers don’t need any evidence for it and don’t try to fill it”
(Hudson 2000:298). McCarthy and Wolf (2005:33) see it as an advantage of their
MPARSE approach that it can “rely on well-established results about learning OT
grammars from positive evidence only (Boersma and Hayes 2001, Tesar and Smolensky

2000).”"%2 Finally, Rice (2003:383) argues that children should not be assumed to be able

%" He also proposes an analysis of the Russian first person singular non-past gaps. Unfortunately,
however, he misunderstands the inflectional class divisions of Russian verbs, and this causes his analysis to
be untenable on the facts. For this reason, I have not discussed it.

192 McCarthy and Wolf do not provide a worked out model of how gaps are learned, but their claim is based
on work within the OT framework of learning through constraint demotion (Smolensky 1996b).
Essentially, this is a model of conservative learning, whereby structures are assumed to be ungrammatical
until evidence to the contrary is received. While McCarthy and Wolf believe that this allows for learning
defectiveness through positive evidence only (i.c., positive evidence for the well-formedness of everything
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to learn from negative evidence, and he views his account as an “alternative perspective”
that avoids this “problem”.

The problem with regard to the persistence of lexicalized defectiveness is
obvious. If children cannot learn from negative evidence (i.e., directly learn from usage
probabilities that some structure is ungrammatical), and paradigmatic gaps do not
represent a feature of UG (a safe assumption), then gaps should only be able to persist as
a direct consequence (byproduct) of inflectional structure. Lexicalized gaps, which are
divorced from that structure, should not be learnable.

Many areas of linguistics reject the claim that children do not use implicit
negative evidence in the learning process. There is not space here to go into the details,
but see Sokolov and Snow (1994) for an overview of arguments and evidence from the
child learning literature. See Regier and Gahl (Regier and Gahl 2004) for arguments
from a computational perspective. There are at least two studies on paradigmatic gaps
that assume gaps are learned primarily from implicit negative evidence (Johansson 1999,
Orgun and Sprouse 1999).

Inasmuch as there is strong evidence for lexicalized gaps, well above and beyond
that presented in CHAPTER 5, it seems that we must accept that either children learn
from implicit negative evidence, or there is some other way to learn lexicalized
defectiveness. There are, to date, no fleshed out theories of how children learn
paradigmatic gaps, but this question is important both for our understanding of the
morphological structure of defectiveness, and also more generally for arguments about

evidence used in language learning. It should be taken up in future research.

except the gaps), it is not clear that there is a deep conceptual difference between this and learning from
negative evidence. It seems to be mostly a difference of formalism.
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7.2.3. The implicational structure of the paradigm

Finally, apart from questions directly related to inflectional defectiveness, one of the
more significant questions arising from this dissertation relates to the expansiveness of
paradigmatic predictability as an explanation for language change and synchronic
linguistic structure. While much of recent research within paradigmatic frameworks has
focused on the indirect relationship between inflectional form and inflectional categories,
and this work is certainly worth doing, this dissertation can be seen as an argument to
maintain a place for the more traditional Word and Paradigm notion of implicational
relations holding among cells of the (stem) paradigm. In pre-generative linguistics these
relations were important for analogy. This work hints that implicational relations may

have a much broader role to play in morphological structure.

As the first book-length study of paradigmatic gaps, my primary goal has been to lay a
foundation for future study of the topic. If nothing else, it is clear that while lexemes
may be defective, this does not necessarily make them marginal to the linguistic system.
Paradigmatic gaps therefore deserve more theoretical attention than they have

traditionally garnered. I hope that this work has helped to push the topic forward.

212



APPENDIX A

GENITIVE PLURAL GAPS IN MODERN GREEK

A search of two major Modern Greek dictionaries, Lexiko tis neas ellinikis glossas
(LNEG) (Babiniotis 1998) and the online version of Lexiko tis koinis neoellinikis (LKN)
(1998)', uncovered genitive plural gaps in 2,141 distinct Modern Greek nouns. In this
appendix I provide all of the genitive plural gaps, organized according to traditionally-
defined inflection classes, with a comparison of how widespread that inflection class is in

the language generally.

Al. Feminine nouns with nominative singular —a and plural —&¢

Nouns in this inflection class represent two different stress patterns. Some nouns, like 1
eamtida ‘hope’, have stress on the penultimate syllable in the genitive plural, but on any of
the final three syllables in the other cells. Other nouns, like n 0dAacca ‘sea’, have stress

on the final syllable in the genitive plural.

19 http://www.komvos.edu.gr/dictionaries/dictadv/DictAdvSea.htm
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Example paradigms:

1 eATiOQ n Bdracca
‘hope’ SINGULAR PLURAL ‘sea’ SINGULAR PLURAL
NOMINATIVE eATIOOL eATioeg NOMINATIVE | 6Odhacca OaAAaceg
ACCUSATIVE gATtidn EATIOEC ACCUSATIVE | Odlacca Bdrhaceg
GENITIVE eAmidog eATTid®V GENITIVE | 0dloccag BoAlacomv
VOCATIVE gATtidn EATIOEC VOCATIVE | Odhoacoo Bdrhaceg
1 onpoyyc N vtoudra
‘tunnel’ SINGULAR PLURAL ‘tomato’ SINGULAR PLURAL
NOMINATIVE | onpayyo ONPOYYES NOMINATIVE | vtopdto VIOUATES
ACCUSATIVE | onpayyo oNPOYYES ACCUSATIVE VIOUATO VTOUATES
GENITIVE | onpayyag | onpdyyov GENITIVE | vtopdrog VIOUOTAOV
VOCATIVE | o1npoayyo CNPOYYES VOCATIVE |  vToudto VTOpdTEG

Table 45: Examples of Modern Greek feminine nouns with nominative singular —0 and plural —ec

Quick stats:

¢ Babiniotis and Triantafillidis combined: 1,841 nouns with genitive plural gaps

e Only Triantafillidis:

o

o 8,022 nouns in this inflection class (29.4% of all nouns)

Nouns with genitive plural gaps:

1,380 nouns with genitive plural gaps (88.5% of all genitive plural gaps)

Key to the tables of genitive plural gaps

Gpl | This column gives the dictionary which cited the relevant word as a genitive plural gap.

G This column gives the dictionary (if any) which marked the relevant word as a genitive gap (both
singular and plural), when the other dictionary marked it as a genitive plural gap.

PI This column gives the dictionary (if any) which marked the relevant word as a plural gap

(genitive, nominative and accusative), when the other dictionary marked it as a gen. plural gap.

um Lexiko tis neas ellinikis glossas (Babiniotis 1998)

T Lexiko tis koinis neoellinikis {, 1998 #767}
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Word Gpl Pl Word Gpl Pl
afdvta T afavtadopioca T
afavtoa, afdavtio T ayavTo T
ayyeutoa umn 0yYOLPOVTOUATOL T
oyYOLPOVTOUOLTO-
cOAATOL T aYl0GTN PO T
ayloTOVPa.,
ayloTpa um/t aYKOAITGO um
YKITOTOL0L T umn ayKAITGO T
ayKovoo, T umn ayvocio T um
ayvoactlopyio T umn ayopaofio T um
ayopiva T ayovpada T
dypa T um ayployaTo um/t
aypLoy1oa, T aypLoKoTo. T
oY PLOTLOTTLOL um/t ayPLOP®VAPO. um/t
aypLoynvo T aypOTVIOL T
adovativio T aepdoKalo T
aeToudval T OLETOVOYLGG, T
aloréa um andova T
AtryoomeAayitiooo 0 010010KOATTITION umn
OKOVOTLETPOL um KOV UTTOL T
axpifewa T um axpo@ofio T um
aAoAopdapa T aldvo umn
alovapio T aAaTIEPQL um/t
alatioTpa T aAendTPLTTOL um/t
AAETPOTTOONL um/t aAeLpOKOALL T um
ainfeia T alda um/t
aMoifa T umn aAkOPBa T
aAuTdvVicoo T aApvpa, apudpa. T um
aApopnOpa T aloyQ um/t
aloyopovpa T aAoyopvyo T
aAtéva um altepvatifo umn
alpafnta T um aAwvioTpa T
apdKo T um apagdoo um/t
Apepikdva T AUUOTETPOL umn
aurapiio T um aurovAN um
apLYOAAOPAOVON um/t apLYOAAOY YO T

Continued

Table 46: Genitive plural gaps among feminine nouns with nominative singular —a and plural —&g
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Table 46 continued

Word Gpl Pl Word Gpl | G | PI
OLVAOKOAAOL T avafpa umn
OVOYOUAQL T um aVOOOVAELL um
OVOKOTOGOVPO, um/t OVOUTOVUTOVAN um/t
avavopio T um ava&lomoTtio T
OVOTOANL T um avaToo1apa. T
avdco U/t aVOTPLIAQ um/t
avopeio T um avopoKpatio T um
aveEL0d0VPaL um/t avepofveila um/t
OVELOGKOANL um/t AVELOTPATO, um/t
OVELLMVOL T avepyia T umn
VN UITOPLOL T avnedpaL um/t
avOpomiia T AVTOUIOo0 T
avTapa T umn avtla T
avtlovya T avtlovyl T
OVTIKALLOPO, um/t AVTITPOTOY VOOl T
avTpdrio um avtpeio T
OVTPESH T OVTPOTOPEN T
avTpoympicTpo um anoicstodoéio um
amavVToovGa,
TOVTALYOVGO, um anoaio T um
amevtapio T ATOVOCLY umn
amha um/t AmTADCTPO um
OTOKOTIYL um ATOTELPOL um
anpobupio T apynra T um
apyvpoyoio T OPLOTEPOYEPDL T
apAlovumo T APUOVIKO um/t
apuroapopio um apuopa T
aprvupad T appopndpa T
apoKapLoL T appofovidpo T
appAOGTIOL um/t apticto um
APYIKAEPTPOL T OPYITEUTEAN, T
apyuyeLTPa T aPYOVTOTOVAN T
acPeotida T acikieoo

Continued
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Table 46 continued

Word Gpl Pl Word Gpl | G | PI
OCKT 0L T acTAoyvio T
acnpilo T Aompoboracaciticon T
OGTUVOLIKIVAL umn OGN T
aTOKO U/t atlévta um/t
aTio um/t atpeTcapio T
oyl T VYOLMEPQL T
0VYOLAMAQL T aVyoPETaL T
QVYOQETA T aVYOPAOLON T
avAdBvpa T aLAOTTOPTOL um/t
QVTOAUVVOL T umn aLTOKIVNTAOO T
QVTOKIVNTANOEN um OVTOTPOCOTOYPOPiaL T
apavo um QLPEVTOTOVALL T
aQpOKpPELL U/t dotpa um
ayouvado T ayAdoo um
dyva T umn ayvéoo T um
ayaoa T um Bapa T um
Bapovpa T umn BayyeAiotpa T
Bava um Bavidio um/t
BapPBatira T um Bapda um/t
Bapéia um Bapepdapa um/t
Baplepdpa T Bapeotnudpa T
Baprorovia um Bapka T
Baprado um Baprapdia um/t
Bapuykouia T Bacilomita T
Bactlomovia T Backavtipa umn
Bata um Baticta um
Batoiva um Beyyépa
Bédeg T Belipomovia
BeAdoa um Berévtla umn
Beviivokoilo T Beviaywo T
Bevtdla T Bevrovla T
Bépa T BepPepitoa T
Bepurovoa. um Bia T um
Blora um Biptovola T

Continued
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Table 46 continued

Word Gpl Pl Word Gpl | G | PI
Brrorola T BAdya T
BAayapa um BAayomovia T
Bodaua&a, Boidduata | um BoAta umn
Bookomovia Botka T um
BovPa BovPaudpa T um
BovkapPita,
Bovka T purovkapPiiio um
BovAykdta T Bovtupiépa um/t
Bpadvyrwooio T um Bpaxolava um
Bpdooika um Bpatcépa T
Bpexrovpa pr Bpdpo, Ppodpa pm
Bpouid um Bpoudylwcoa um
Bpopoxovfévta um Bpouovca T
Bpvcopdva,

Bpoya T Bpvcoudvva um/t
yoBdOa um yaidovpa um/t
yaidovpokafBdia T yaidovpoxaBaiopio um/t
yaidovpoTpLYO T YOidoLPOP®VAPL um/t
yoitavo@pHoo T yoralomeTpa um/t
yoiotomito T yoMavTpo T
YOAOTTOVAQL um/t YoAdTGO T
YOLLOAQL T YOUTOL um/t
YOumTLo T yopyapo T
yopdévia um yopdovuna um/t
yopviToHpa um/t YaoTpo um/t
YOO TPEVTEPITION um yooTpitido um
yato T yotilo T um
YEITOVOTOVAN T yévva T
yevvalodmpia T umn yevvoioyvyia T
yevvnTpa um ynrevTpa T
yidmooo T yiTpEca T
YATPIGGA T AN umn
yuooTpaTa um/t ykoBoudapo T
yralEpa T yralola um/t

Continued
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Table 46 continued

Word Gpl Pl Word Gpl | G | PI
yrkolOAauTOL T yKOWVTOL T
yrépo (YKOULo) U/t ykovidTo um/t
yrapila T YKOPVTOPOUTOL um/t
YKOPGOVIEPQ. U/t YKAQO um/t
yKihotiva um yKivia T um
YK16G0 U/t yAGBa um/t
yKAitoo um/t ykouevaL um/t
ykovPepvavra,
AovBepvavta um yKovotEpiToa T
ykpafovpa umn YKPOVKAGO, YKPOYKAGO | UT
YKPEKQL um YKPIULATOO um/t
yKpivia, ypivia um/t YAOSLOAQ um
yAgipTpa T yYAloTpa um/t
yMtoo um yAOKO T
YALKAOO T yAvkomotdTo umn
yAvkopprla um YAVKOQIALOVGO T
YALQGOO T YA®GGiTGO um
YADOGGOKOTAVO, T yvopo T
YVOOTPLO T voBa um/t
youo, YOUUO um yopoAdoTtiyo T
YoLOAdGTY O,
YOUUOAQGTIY O, U/t YOVOOAQ, um/t
YOTQL um/t yopyada T
yopydva um/t youPa T
YOUOAQ um/t youva T
yovpva T Youpouva, um/t
YOLPOLVATPLYQL T YOUGTEPQ umn
youotepitea T yovotolo T
YOUTATEPKOL T ypaPiépa um/t
YPOLYOTPOLOVVTAVOL um YPEYOTPOLOVVTAVOL T
ypila um/t ypivia T
ypinn T um Yoo um/t
YOOAAOO T um youvia T um
YOVOIKOKPOTIO T umn YOVOLKOTTOPEN T

Continued
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Table 46 continued

Word Gpl Pl Word Gpl | G | PI
YOVOIKOVAQ um yOpa um/t
daryKavol T dopdio um
d0GKAAN T daokaAMToO um
doyTLMSOTETPOL um oo T um
dei&a T dekaevvidpa T
dekaelapa T OEKAEPTAPOL T
deKQOKTAPOL T OEK0OYTAPOL T
deKAOYTOVPOL T deKaTPLIpa T
dEKOYTOLPA. um/t depratdKoALL um/t
Agvtépa T Swpatdpioca T
dwfoMcca T dlorta T
KOG apaL um/t SLUOVTOTETPOL um/t
dlapKeln T umn oo T
dlya T um d0va, dovyo um
douva um dova T um
d6&a um/t S0VANL T
dpbrya, vipdya um OplKa T
dpeliva T 0pOGOCTOAMA um
JOpOTGIAL um/t dvdpa T um
efoounvrtépa T efpatomovra T
gyyAeComovAn T €yyvodoaio T
Eyipa T EYKEQPAAITION umn
£yvoua, €vvola um/t ebvoxoammAeia T
EIKOGAPO um/t EIKOTOAOYIOL T
EKOTOGTAPA T ekbeldoTpla T
eAa@poioyia um eAaQpOTETPOL um
EAMANVIKOVpQL um/t EAAnvoapepikdva T
EAANVOTTOVAL T gumopia T um
gvvota, £yvola um/t e€dpa T
eaotpa T eEnvtépa T
e&umvada um eEmOvpa T
eEomopta U/t EMOPYLOTOTOVAN, T
gmieikelo T umn gmumAonotio T um
EMOTOUN T ePYEVIGGQ T

Continued
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Table 46 continued

Word Gpl | G | PI Word Gpl | G | PI
€GAPTQ, GAPTOL U/t E0TEPQL T um
£0YAPOL T etalépa um/t
Eva T EVYEVELL T
EVKOAOTIIOTIO T gvpuio T
EQTOUNVITIOGN T QTP T
£xOpa T £xOpnta T
gxOpomndOela T Extpa T
Cafraxopdpa T CaPBoudpa T
CaAika T um Capa um/t
Capybva um Capipioca T
Capvtivigpa T Captiépa T
CapepdmeTpa um/t Coyopiépa um/t
CayopomAdoTova T (éota T
Mo um/t InAapoyata. T
{ra T um | um Ciferiva T
CryxoAétal um Qiumediva um/t
{iva T Copléta T
Lovlobva T Covla um/t
Covpykia um CovpAapdpa T
Covphia T CovplomavtiEpa um/t
CvBomotia T Cwoxopio T um
Cwoloyia T Cwovia umn
nbonotio um nuepadn T
npepia umn novyio T umn
OoAlacookpdTelpa um Haraccoudva T
0éa T um Oeoumaiytpa T
Oepuopopa um Holovpa T um
Opdica T um Opovuma um
{yxia um WTEAMYKEVTOLO T um
tvtpryko um/t WOAVTOL T
iokal T 10vOKOALOL um/t
1yBvoorala um KéPo um/t
Kafodovpa T Kafara T
kaforapia, kafoiepia | pm/t Kafoiiva um/t

Continued
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Table 46 continued

Word Gpl Pl Word Gpl | G | PI
Kafila T Kafovpoudva um/t
KOyKOyoL T KOYKELOTOPTOL um/t
Kadpila T Kol dxo umn
Kalapuo U/t kalovpa um/t
kabopevovcidva T KabeoTnKvio T
kaBiotpa T KoiAo T
Kakopavtio T KéxnTo um/t
KK T KaxioTpo um/t
Kakoypo T KOKOKEPOALA um
KaloBovva T KOAQLOPEPQL T
KOAOQLLOKGVOL T KoAkaTovpa T
KAALOL T um KAAVTEPQ, KAADEPQL um
kalolwia T KaA0OEANTNC T
KaAokopio,
KaAOKo1pLd T umn KOAOVUTOL umn
KaAoQayio T KaATGoPeAdVaL um
KOO umn KOpopo T
KOLopEpa T Kapopilo T um
KOUOPOTOPTOL um/t KOUOPOPPOOQ T
KOUEAMQ T Képepa um/t
KOUNAEPIooa. T Koplola um
KOUTTOVLO, um/t KOUTTOVOOAOL um
Koumo um/t Kopmrovpo um
KOUTOLPOUDTOL T KOVOKOPLGGH T
KOVapo T KOVEAQL, KOVVELDL um/t
KavovAa, Kdvvovlo um/t KavtiTo um
KOVTEVTOO um KOVTAQ umn
KavTnAnOpa um/t KavTnAitoo T
KavTpila T Koovpa. um/t
Kamavtio T KOTAToo T
KOTEAQOOVPOL um/t KOTEAEPQL um/t
KameAva T KOmToAo T
KOmTva T umn KOTTVIKOPED T
Kamvida T umn KOTTVOGOKOVAQL umn
Continued
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Table 46 continued

Word Gpl Pl Word Gpl | G | PI
KOmOTa, um Kamprtololo T
Kapafava um KapoPEra um
KapoykoHva um/t KOpoKonoovol T
KOPOKAEQ um Kapopovlo um
KOPOUTivol um KOPOLUTOAQ um/t
Kapovtivo T umn KOPOITOLTAVOL um/t
KOpOQa. um KOpyo T
Kapyo KaplEpa um/t
Kaplepiota KOpKoTovpa. um/t
Kapiva, Kapéva um KOPLOAQL um/t
KOPLOVIOAQ, T um Kkapvopitoo T
KapOTGo. um/t KOPOVAQL T
Kaptivo T KOpLOOTITOL T
KapLOOPAoLOQ um KapLuIOY1yo T
KapeoPeldva um KOoHTO T
KOGETIVOL um KoG100 T
KOGKO umn Kookopika T
KaGova um Kooohvopa T
KOGTOVOLLOAANG T KAoTpOTOPTA um/t
KOTOVTLOL T KOTApO umn
KOTOQPOVIOL T umn Katepydpa T
KOTNYyoploL T KOTEOPUL um/t
Kotiva um/t KOTOGTAPO T
KOTPOKOAOL T umn KOTPOTTOKLAL umn
KAToOO0 um/t KATGOPOAQ um
KOTGiKO um KOTGOVONG T
Koo um/t KaHTpOL um
Kovynoapo T KOQETIEPOL um/t
Kéyo um KOG T
KAWovAa um Koyovpao, um/t
KOWoLupNng T KevopoPia T
KEVINGTPA, KEVINTPO | UT KEPKOTOPTAL T
KepaAoypafiépa T KiloBatdpa um
Koo OmTo um Kitpvila um/t
Continued
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Table 46 continued

Word Gpl Pl Word Gpl | G | PI
Kitoopio um KAQOELTHPOL T
KAOKQ U/t KAovidpng
KATATO O T KAQpa um
KAOGTKOVPOL um KA um/t
KAEWOPOTPLTTOL um/t KAELGOVPA um/t
KAnuatoPepya um KApa T
KAoVOBa T KOBa T
KOKOL T KOKOAQL, KOKKOAOL umn
KOKETOPIN T um KOKKIViAQL um/t
KOKKIVOUGAAQ T Kokkwockovpitoa T
KoKOva T KoKOTa T
KOAQL T um KoAapiva T
KoAektifa, koAeytifa | pm/t KOAAQL um/t
KoAoKVO T KOAOUTivVaL um
KOAOVIOL um/t KoAopatoHpa T
KOUULApOL um/t Koppovvo
KOUOTO umn KOUTapoa,
Koumiva, U/t KOUTVa00p1Lecal
KOUTOY10VVITIoo0, T KOUTOGTO umn
KOUTpO um KOUTPESQL umn
KOHoOvaL um KOVKapOQ umn
KOVEQ um/t KOVOLQL umn
KOVGOAQL um KOVTavacao T
KOVTEGTvOL um KOVTOAQLLOL T
KOVTOGTOVTO. T KOVTOoUAOL T
KovTovpo um KOVIpO um/t
KOTPMVOL um KOTOvaL um/t
KOTEAQ, U/t KOmLOL T um
KOpO um/t KOpOEAMAOTPOL umn
KOTLITOO um KOpVa umn
KOG um/t KOTO um
KOTOmITO T Kotodva um/t
KOTGi0a um KovPévta um/t
KovBeptovpa T umn KovooLVVIGTPO umn
Continued
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Table 46 continued

Word Gpl Pl Word Gpl | G | PI
KOoLLOVAGON T Kovivta umn
KOVKOLPAytoL um KOVKOUAQ, um
KOLKOLVAPQ, um/t KOLAOUAPOL T
KOVAOVPX, KOVAAOVPO | U KOVAOYEPQL T
KOVATOVPO. um/t KOLATOLPLAPA T
KOVVEAQ, um KOOVIQL um/t
KovvieTpa T KOLVOLTILEPQL T um
KOVTOL um/t Kovpa T um
KOvpado T KOVPOUAVOL um/t
KOVPEAQL T Kovpelopia um/t
Kovpvia um KovpGa T
KoVTa, um/t KOVLTOAQ um/t
KovuTaudpo U/t KOLTOVPAON T
KOVTpQL um/t KOVTPOLPAAa um/t
KOLTGAUApO T KOLTCOTO, T
KOVTGOOOVTa, T KOLTGOUOVPOL umn
KOVTGOUTTOAN T KOLTGOUOTNG T
KOVTGOVOVpaL T KOVTGOLKEAQ um/t
KOVQAAQ T Koveaudpo T
KOVQOELALQ um KOPOL T um
KOYOYEPQ T Kpaumo umn
Kpocila T umn KPOGOKOVOTOL um/t
KPOGOKAVATOG um KpeaTilo T
KpeaTOHLYOL um/t KPEATOMLTAL T
KpEUTOGOLTOL T kpePotiva um/t
KpefoTokapapa T KpeRoTopovpuovpa. T um
KpeUdAo um/t KpEUULOIAa T
Kpnodpo U/t KpovallEpa T
KpovoTQ T KLUPATOO. um/t
KLUPOVAQL U/t KOAOTNAGAQ um
KOAOTOOUTTOL um/t AaBa T um
AaBpa T umn Aaydva umn
Aayovdépa T Aoyoedoiuio T
Aayoyeilia T Aadila T

Continued
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Table 46 continued

Word Gpl | G | PI Word Gpl | G | PI

A0OOKOAAQL um AaBpaieio T um

Adikovpa um/t Aaidamo um

Aotpapyio T Adkol T um

AoKEPOQL um AaKKo um/t

Aaxkovpa um/t AoAayyita, Aadayyido | um/t

Ao um Adipa T

Aovapa T Advtla, Advica um/t

Aavtliépa T AaoBdlacca umn

Aopoyyitioo um Aatévio, Aotovio um

Aatvikovpa T AdTpa T um

AGTpNg T Aavpa T

Aaytdpa um/t AeBdvta um

AePevtoyévva U/t AePevropdva T

AeBevtomviyTpa um/t Aelo T

Agpovita T AepovokovTa um/t

Agpovoprovda um Aémpa T um

Aépal T Aetoapia T um

Aeyova um um Makdda um

Mdotpa um MBelovA um

AMyoda um Alyka umn

Ayovpa. um/t Myoudpo T

MOGypa um Muo umn

AMvatoo um MopoalayTpa um

AoBrtovpa um/t AoylKoKkpaTio T um

AOKAVTOL U/t Aokopotifa T

AOEQL um/t AOpoa um/t

AotCa T Aovila um/t

Aovumapoa, Aoppdpda,

Aovuma T Aoumépoa. um

Aovumiva T AovTo um

AOVTPOTETGETOL um AoVTGO um/t

Aovoa T um AOPa um

AoAddo um payepitoo um/t

HoyELTPOL U/t udylo um/t
Continued
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Table 46 continued

Word Gpl Pl Word Gpl | G | PI
nayovéCa U/t LayK1OpoL T
payKitioeo T HoyKovpo um/t
LoyovAo um/t poeotpio um
nalovpxo U/t paloyo T
naloyoq um uaiotpa T
UOIGTPOTPAUOVVTAVE | UT paKoL T
poxopitiooa T paxpolwio T um
poAayavo um/t poAdypo um
poAdico T UOAQTTEPOQL T
HaAdplo T um podo@pavtio T um
poALovpa T poAotipa um
poAteldmloko T pévao T
poavaBEia T uavapiooa T
povELo T LavEGTPOL um/t
udvnro T umn povio T
noviBéra um/t poviépa, T um
uéviko um/t LoviKliovpioto T
povipatovpa um/t povoAa T
povouBpa um/t povovpa, T
povtdpo U/t povtapictpo T
LOVTEKQ, T umn pavtiovpava T
LaVTOAQL T umn povtolMvaro um/t
pavTova, T uévtpa T
poovva, um/t udmmo um/t
papyopito T HopEYKaL T um
Mopia T papivo um/t
popwdro um/t Hoptyovdva, T um
uapKo U/t papkiCo um/t
LOpULAyKoL um/t poppreAdoo um
poppito T LOPOVAOGOAATO um
udocao um/t HacEA0 T
uaciva T puéoKo T
LOGKOPATOL um/t LOGTOEWITION um
nactopavtia T umn HaoTOPIoCa T
Continued
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Table 46 continued

Word Gpl Pl Word Gpl | G | PI
HoceTovpa U/t patfovpdva, um/t
patpova um/t LOTGOPAYKOL T
LATGOAN um/t LOTGOVKO T
Lo POyopiTIcoa T poavpila um/t
Mavpoboracoiticoa | T LOLPOUEAANG T
LOLPOUEAMKO T LOVPOUAVTIA0DG O um
Lawpoopa T LOLPOPOPOVGaH, T
paerolo T péyaipa T
LEYOAOKOTEADL um/t LEYOAOLGLAVOL T
peyoAopuio T peCovéta T um
pegomapbéva,
ueCovpa um wEomapHéva um
Méxka T peAlYKpa um/t
puemtlava T peamtlavosoldta T
uehdvtiKo U/t peAdTITOL um/t
LEVOLALL um pévra. um/t
LEPOVAQL um uecodmoptTa. um/t
LEGGOAIVOL T petacoTpryo um
HEeTévola um uetlecoia T
uetpéoa, U/t unodevikovpa um/t
unAdmTO T UnyovoTpaTo. um/t
uiCa T ulépla um/t
pKpoudva, T UIKPOVOLQL T
LIKPOTLTOL um pMopa um
ppolo T piva umn
pviatovpa um/t pouiCo T
HOYYOAQ T uéda um/t
LLOIPOAOYNTPOL T popoAoyictpo T
uoéxa T umn LOAOYOL um/t
povéoda um/t povtaliépa um
povtéla um/t uopa T
poptadédra,
LOVPTOOEAN um/t uopticca T
uécTpa U/t LOTOPOAQ, T
Continued
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povfBioia T povyya T um
LOVYYOLLAPOL T umn pLovAa T
LOVAGPQL T pova T
povvoyeLpa U/t povvtla, povtla um/t
povvtCovpa um/t povpya T um
povpyéla um/t LOVPAQL um/t
povpia T um pHovpurovpa. um/t
Hovpvtapa T povpovva, umn
LOVPTAOEAN T povptloveio T
LOLGaPIpIGGa T povcitoa um/t
LOVGOova T LOVGTAPOQ. um
LOVGTOPILEPQL um povetdypo T
povtla T povtlovpa T
LOVTGOUVOL um/t LOLTGOLVAP. umn
Hovea T poveAovlo T
povyAa T um uroyoltEpa T
UTay L UTOVTIGGO. T UTayonovIIGoa, T
UTOY1OVTEPQL um UTTOyLOTIAQL T um
U0y 1OVETOL um uroykaliépo um/t
UTTOYKOTEACL,
UTOKOTEAQ um/t UTOYKETOL um
umalo T UTTOKOL um/t
UTOKAAIGo0 T UmOAQ T
UTOAQIVOL, LITOVOIAQL um UTTOAQAGLKOL um/t
UTTOAGVTOL U/t urohovtéCo um/t
uroloapivo um UToAGQo um
UTOAKOVOTOPTOL T UTTAULL um/t
UTOUTEGOL T UTOUTOYPLOL T
UTOVOVOPAOLOQ, um/t umoviépo T
UTTOVKOL, WYKo, U/t UTOVKOVOTOL um
umavto um/t UTOVTAVOL um/t
umrovtavofovptoa um UTOVTIEPQL T
umapo um/t UTOPUTTOPES QL T
UTOPUTOVTIEPQ. U/t uropoPio T
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UTTOPOVLLOL U/t UTTOPOVPOL T um
UITOTAA T uroatlovaKicoo T
unatipliooa T UTTOTOVETOL um/t
urotcopio T undoo T
UTTOYOTEAQL T UTEKLOPIOCO, T
UTEKPOKAVATOL U/t pumeAoLivoL T
umelovtovo, um/t UmEUTOL um/t
UTEUTEK QL um/t umepAiva T um
UmEPTOL um/t UTETOVIEPQL T
umykovia, Prydvia,

umeTovyo T Beyovia um
umiovtiEpa T umilo um/t
umumilo T umipo um/t
umpipmo T umn umpumido T
umhovlo T uUTAdQ um/t
pmoyd um UTOEUIGG O T
UmOMOL um/t umdumo T
LITOUTAPO0, um/t umoumiva um
UTOUTOVIEPQL T uroundto um/t
umovdrtoo, T umopa um/t
UTOpVIOLpO um/t undta T
umotilo um Umovyada um/t
UmoLvydTGa, Utoydtoo | Um/t UTOLYLOUTEGO um/t
UTOVKO um/t UTOVKOO0V PO T
UIovKaAQ um purovkapPiAto T
UTOVKOTOPTOL um/t pumovkitea umn
UTOVKAQL T UTOVAQ T
umovivtolo um/t UTOLAOVKO T
UTTOV 0L um/t UTOVUTTOVKL T
UTOVUTOVVIEPQL T UTOVVATGO T
UTOVPOQ um/t UTOVPOEAOTGOPKAL um/t
UITOLPUTOLATOpaL um/t umovpvéLa T
UTOVTOVIEPQL T pumovyapo umn
UTTOY 0L U/t UTPATGEPQL T
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umpocovpa um UTPooTAVTLOL um/t
UTPOGTEAL um/t UTPOGTIVEAQ, T
urpouvvtiiva T LVYOGKOTMGTPO, um/t
poiTo um LOAOTTETPOL T
uoéa T poélapa T
LopuUnNyKOTpLTTOL um véypa T
VEKPOL T umn vekpOKOGO. umn
vekpoopPia um véva, um/t
VEPAYKOVAQ um/t vepduda um
vepovtCovAa um vepOKOTQL um/t
VEPOULAVVO, VEPOUAVO, | UT/T VEPOLLOAOY QL um
vepopioa T VNGLOTOTOVAL T
vida U/t vobBeia um
VOIKOKLPOTOVAN T vouevkAatovpa um/t
vova T vopua T
vota T vouBéla um/t
vouyKativo T VoLl T um
vtafoavooKovma T vtéo um/t
VTOLLOL um/t vraptldva um
VThva um VTapvTavo um/t
VIEAUTEVTEPLOGQL,
VIEPUTEVTEPLGGOL T vtifa um/t
vTipekTifa um/t vtou{1€pa, VIOuGLEpa um/t
vrou(iva T VTOLVTOVKO T
vIpiumia, vipinia,

vrpeliva T TpimAa um
vipimio T vhota T
vopitea um Eaypomvia T
EavBoudAing T EavOopdaiiiko T
EavBovra um Ebma um/t
EamlmoTpa um/t EePrdotapo umn
EexovTal T Eepatidotpa T
EepvaiioTpa T Eevopepitiooa T
EevbyTiooa T EemaTikwTovpa, T um
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Word Gpl | G | PI Word Gpl | G | PI
EEpa T Eepaiia T

epogpayia, Enpogayia,
EepoOra T Enpoayid T um
EETOIMMO4 um EevTida um
Eeptila T Enpa umn
Ewvnopa T Ewila um/t
EOBepya T EoumMaotpo um/t
Eovpa U/t Evieia T um
EvAOBda um/t EvAdKoALL um/t
EvAoKoTO um/t EVAOTTPOKQL T
EvAdoouma T Empepitioon T
ofida um OBpaia T
0YyooVTapa T 00ovtoBovptca T
000VTOKPELLOL T 000VTOTAGTO T
odomotia T 00VGGELN T um
ola T O1KOOEGTOVAL T
owomotia T umn oKThPa T
oktafa, oxTapa um oueAéTa um/t
omoAival um omepal um/t
OmEPETA U/t opyavtiva T um
OpPYKOVTIVOL T opka umn
opuUNVINL T 0pVTIVAVTOO. um/t
0pVTIVATGO T opPavIoL T
opyLoéa T opyitida umn
ooTpl T umn 0LAOV T
ovPeptTovpa um olyL um/t
OVLAITION um ovpnOHpitda umn
ovpnTnpitdn um OYevIpa T
oytapa T oytTounvitiooo T
oYTOpa T oyTpnTa T
TOYOTTOVTIGGOL T TOYKPEATITION umn
Toyodo um/t Tayovio um
TodoVA0L um mwéAo um
maldBpo U/t malafoudpo T

Continued

232




Table 46 continued

Word Gpl Pl Word Gpl | G | PI
molot{ovpa U/t ToaAMAToo T
naAaTcopio,
nmolotlopio um/t TaAoBpopa um
TOAL0YVVOIKOL um TAAOKOLBEVTAL um/t
TOMOTTaPEN T TOAMOGKPOPQ. T
Téumo T ovo, umn
névta T navt{ovpofepya um
TOVTIEPOL T TOVTOPAQ, TOVTOVOAN | U
TavTporoyioTpa,
TOVTPELNL um TOVTPOLOYNTPO. umn
OOy oAio! um anoditoo T
TP, umn TOTOPOVVAL umn
Tamo um/t TampiKa um/t
TOPAOOVAEDTPOL um TOPOUAVO, TOPOUAVVE | U
TOPATOVIOPOL T TopaTo umn
mopnyopua,
mopnyopia, Tapnyopld | T umn mopkeTECal um/t
népho um/t TopAamino um/t
TOPAATOL T mopueliva um/t
TOPOSOVTITION um TapOLOL um/t
TOPTITOVPA. um/t mopTovlo um/t
oo U/t TacapEL um
TOGLEVTGO, TOCLEVILO | U/t ndoto eAdpa T
TOoTIMO um/t ThoTpa T um
TOGYOAITGO um/t TOTOTOVKO, um/t
TOTEVTOL umn ToTEPITGO umn
o TITovpa. T TOTOVPQL T
TaTpOVa um natcafovpo umn
nelovla, meCovpa T umn nelva T um
TEWAAOL T TEAEAGOO, T
TELOTO um elovlo umn
TEVIVTOPO T TEVTOKOGEPO um/t
TEVTAAQQL T TEVTAPOL um/t
TEVTAPOOEKAPES um/t TEMOVOPAOVO um/t
Continued
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TEPYOUNVOTOU N um TEPYKOLQL umn
TEPOKOVAOL U/t TEPNOAVIOL T um
mEPIGGELN T umn TEPLOTEPDVOL T
TéEPALL T TEPTOTOVPOL T
TEGKOVTPITOU umn TEGTPOPOL um/t
TETOVYL0L T TETOLVIN umn
TETPEAAUOTIGG T um meTpoKaAapifpa T
TETPOTEPOIKQL um/t TAGA0, TAGAQL T um
TYTPOL T mdToo um/t
miKa um/t TiKpo umn
TIKPAOQ, T um TKpila T um
TAOTIEPDL um TREPLEPQL umn
TuTilo um mpdya umn
moivo T miTo umn
TTGIAAO0 TTGOHVOL umn
TAOKOTITOL um TAOTOOPLLOL um
TAOLPOVIEPQL um TAEUTAY 10! um/t
TVELUATOAOYIN um TVIyovpo umn
TodAypa um modapila T um
wola T ToAvdwyio T um
noALOpOVO um ToAvKa1pio T um
TOAVKOPTiOL T ToAVTEKVINL T
TOALTOKIOL T ToAVYPNGia T
TolVECH T um oo um
Toudva T TounQ T
TOVTIKOTPLTIOL um/t TopPLPO umn
TOTOLOAOY IO T moticTpa umn
TOVOPO, TOLVTPOL um TOVOPLEPQ, TOVVIPIEPO. | UTT/T
TOVKOUIGO um TOLAGO0, TOLAOKIOO um
TOVAL0L U/t TOVATTOL T
TOVVTQ T TOLVTIPLEPQL
TOLGTIN um TovGTPU
TovTéva um/t TOLTAVLAL umn
TOLTAVIAPQL T TOLTIYKQ umn
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TpoAiva um TPOUATELDL um/t
TPOGIVIAQL um/t npéla um
TPEEPQL um/t TPELOVPAL um/t
npecPutépa um TPLYKITOTOVAQ, T
npila, pumpila um TPLULAVTOVOL um
TPLOVOKOPOEAQL um poPa T
npoPatila T um npoPativa um
nmpoPokdrcio um/t TPOYKQ um
pola T umn poKa, umn
TPOAETAPLOL T TPOTOY VO um/t
TPOGTAGial um TPOGTATIGGA T
TPOCTOTITION um TpooTVYdvTia um/t
TPOGTLYOPATGO T TPOGPLYOTOVAN T
TPLUATCO um/t Tpwio T um
TPpOTAPQ T TPOTEVOLGLAVL T
TPOTOYEVVOL T umn Toypoio T
TopaL T um TpAdU T
TPOGPALPO. T papotctTpa T
pada T pOOLMEPQ T
pacTa T pATGO um/t
poyitioa um poyovAQ um
pePepévila,
pePepbvtla T pePepbvtla um
pePrBdoa um péyyo T
pEyovia T um peKAGLLOL T
peLovAL um/t PELOVAKL T
pévta T PEVTIYKOTO T
pevTivyKota,
pevtikoTa T PEVTIYKOTO umn
PETOVUTAKO,
pemhika PEUTOVUTALKOL um/t
PETOVUTAIKAVOL PETGETA T
petoiva um PETGIVOKOAAQL T
PEQPOLAQL T péxa T
Continued
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pYog T pnyomovAa T

pnuado T pNTVOTIGGA. umn

pryio T pridypa

pllovevpitidan um pLLado

pudro um pwitda um

poKa U/t POKAVOL um/t

pPOK14L um poudvtlo um/t

pouma T pouToOAL T um

poTQ um/t pPOTOVTQ um/t

povya um/t POVKAVL T

povTiva T umn povENYTPU T

povoidva T poybio um/t

PLUOVAKQL T coKopdKo um/t

ocaKoAEPa T GOKOPAPA T

OOKOVAN um/t ol um/t

calopdoTpo um colopovpa T um

cOAUTIEPL um/t coMdpo umn

calopicTpo T COATGLEPQL T

cOuTa T umn coumévio um/t

COUTOVIEPO T GoumTovKa, umn

oavVIdOGKAAN um GOVTOKPOVTOL T

ocovtéla T chovva T

COTIAQL T um GOTOVVOTTEPQL um/t

GOTOVVOTETPOL umn GOTOLVOPOVGKO, um/t

COTOVOTOU um GOpa T

cOPAVTATOS0POVGO T um copaVTapO. T

cOpma T GOGTILAPQ T

GoToKpOVTA,

cOoTIGUApO T GOVTAKPOVTA um/t

obyAa T ofdotika um/t

ofBertdoa T umn cévipa T

oeEovdia T cémio T um

oépa um oepPrropa T

oepevara U/t cEPTAVTIVOL um/t
Continued
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o£G0VANL U/t onKoudpo um
onpadovpo. U/t GLYKOOVO, GEYKOLVQL umn
oryovpada T GLOEPOGTPU umn
G1LOVETO T GlLPOVIEPQL T
G opdpo T umn GKOKIEPQ T
oKaA o T okbévtla T
oKaplotiva um GKOPTOO0VPO. T
OKOGIAL T oKatilo T
OKOTOVAOL T oK Aafomovia T
oKAnpdoa T oKANpiTION umn
oKopdila T GKOPOOKONAQL um
oKopdokaila T oKOpTiva um
oKoOTO T GKOTEWVAOO T um
GKOTIGUAPOL um GKOTOVPO. um/t
OKOTMGTPO T GKOLANKOVTEPQL umn
oKOLVOL um GKOVVTOVQAQ, um/t
OKOVTOLIPOL um/t GKOVQ10L um/t
oKOLPITGO um oKOAO T
OKLAMTOO um oKvAopovpa T
oULYTOPPVON T oUTOUTOL T
ovoumapio um/t 6000 T
GOKOKLAPQ T coKoAaTiva umn
obvta um GOpPOKAd0 um
coVPAN T GOLETIVA T
covla U/t covita T
GOVATAVOL um/t GOVATAVIVA um/t
covua um/t GoLUAON um
covma, T GOLTLEPQL T
covpa um GOLGOVPAON. umn
co0oTO T covEpa. um/t
covppaléta copepdvtia T
onayyetopio OTaYYETEPIQ T
ondfo um omaA T
omavouapio T omapila um/t
Continued
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omociklo T OTEKOVAN um/t
OTEKOVAUTGLO um onepdvroa, omepavilo | T
oTovVa, T omovovAapOpitidn umn
onovIo U/t OTAAN um/t
otalld um GTAVPOUAVVAL um
GTOPLAOPOYOL um GTAYTOKOVAAOV PO umn
210 TomovTa T GTENTOTTLYiO umn
oTEYVA oTEKO T
GTEVOYMPLOL GTEVOLPOL
GTEVOYDPLOL GTEPVO umn
oTOUATITION um otpafoudpo T
oTPOKA um/t GTPOUKAGTPOVKO, T
otpdrta U/t oTPATOVAN um/t
GTPOTAOVO. T GTPOVYKQ umn
GTPOLKTOVPA um GTPOUATGAON umn
oLKOLLOTON T cuufia um/t
ovunedépa T GUUTIEGTOTNTA umn
ouumToVa T um cupuaTOPepYQ um
oLPTOPLEPD. um/t cQUMAPa. T
oOLYTOYXEPOL T GQOALATO umn
GOOVYYAPICTPO um GY0pa, GKOPO. umn
tafavonpoka, tafavockovna,
vtafovorpoko, um VTABovOGKOLTTO, um/t
TOYYWVOGOVTOL umn tafepvidpioca T
TafAN um Tdylo T
ToyKilo T TOAQLTMOPLOL T
T T TOMOTEAESG T
TOUTOKIEPQL um/t TOVAALL um
Ta &0V TP T tépa, vidpa umn
TOPAVTELD um TOPOVTOVAL um
TOPTOPOVYO umn TOGTIEPQ, TOGTEPQ umn
TOPOTETPAL um/t TOPOTANKOL um/t
TEUTEPQL T TEVOVTITION umn
TEPAKOTA T TEGGAP0 um/t
Continued
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TETPAKOGAPA T TeEXViTPOL T
tCiprelavtlovia,

t(iBa, toifa um/t TGOPITGAVTLOVAN um/t
tCippa um tlovpa um/t
tlovtlovxa T Titilo T
TOKATOL um TOVOGOAGTO T
TOGTIEPQ. T ToVBovAN T
TOVAOVUTTOL U/t TOVUTOL um
Tovpxéia um TOVPKOYVPTIGGO T
TOVPKOUEPITIGGO, TOVPKOTOVAN T
TOVPAQL um TOVPVOL T
TOLPTOLPO. pafa um
Tpoydva um TPOYLAGKO umn
Tparyila T um TPAKO um/t
TPOKOTPOVKA,
OTPOKAGTPOVKOL U/t TPOLLOVVTAVOL T um
TPOUTOL um/t TPOUTTAANL um
tpameliépa T TPOYNATION um
TPEAQL um/t Tpehapdpa um/t
TpELdpO T TPELOTTOVTIEPQL um/t
TPEUEVTIVAL um TPEUOVAOL T um
TPEQIMEPQL T TpEYGAL um/t
TPLVTAPQL T TpLapa um/t
TpryvpicTpo T TpiAoL um/t
Tpimia T TPUYAVOL T
TpOIKO, um TPOULAPOL um/t
TPOUTOL popiva T Tpotéla um/t
TPOLPO. um TPLYNTPO T
TPLTIOYEPOL T TPLEEPEIO umn
TPLEEPOTNTA um ToOY1EPQ T
TOOYKOPOOEVTEPQL T umn ToayKilo T
10K T ToOKIGTPO T
TOOKUOKOTETPO um/t TGOAAKO um
TCOUTOVVO, um TOOVVOKOL, TOOVAKO um/t
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toavtilo T T60.00G0 T
TGOTEPOOVAL um/t tGapiva um
ToOPKA um/t TOOTIA, TGOVTIAQ um/t
TG6ATo0 T TGEALYKOTTOVALL T
TO1YYOVOTTOVAQL T To1KOVdin um
ol um/t TOUUVIEPQ, T
Toiumho um toina T um
ToITIovpal um TOIPOVINL um/t
1Gipha T Toito0 T
TOUTGUTIpaL,
tCrtliumipa um TolpTIGGN T
ToIYAOPOVGKA, um TooKOPi0L T
TGOUTOVOTOVAN TooVTO umn
TGOTOLVOTTOVAQ, 160TpO. um/t
TGOV TGOVTIPAL, TGOVTOL um/t
T60Y0 um TUTTKOVPOL T
TUTLGGO, umn TUPAVVIO. T
TUPLEPQL U/t TOOAL T um
TVPAOLVYOL T um vyeia T
VIEPEMAPKELQ T umn vrdya T
VOO UOTOTOLOL T um oapa um/t
Qoydva, um/t Qoy1ivTGO um/t
Qoyovpa T um QOY®OUAPO. um/t
QaKo. um (QPOATGOGTEKN T
Qopilo T QOUTPIKOL um/t
(QOVOVPOTLTO T QOVOAPL, PAUPAPO. umn
QO um Qapa. um/t
QapLOL um/t Qopuokilo T um
QOPUOKOYADGGO um Qaca um
Qociva T um (QOTGOVAO um
Qatoa um QEAOVKL umn
QELYIAQ um/t @OV T
Qryovpa um QuUoTpLTO. umn
QUEpPQL T ouumvéCa umn
Continued
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QuoTIiO um QWETOO T um

(QLOPITOvPOL um/t oippa umn

QAOYEPQL um QAOKATO umn

(QAOVOM, PAOTION um QoPépa um/t

@Oopa um QOAQL um/t

QOVTAVIEPQ T Qopa. T um

QopuaL um QOpUATKOL T um

(QOPUOVAN um QOPTETCA umn

QovVKOPLapL T Qoo T

(POLULAOOPLEGA T @ovELn umn

QovplL um/t (QOLPKO um

@ovptovvol um QPOVCKA umn

(QPOVCKAAQ um (QPOVCKOUAPO T

(QOVCTO um (QOLGTAVEANL umn

QPAYKOKOTO, um/t opbavtla um

opavtioia um Qpa&io um

@pevomaboroyia um opila um

oprréla um/t QpLrTOvPa. um

QPOVILASQ T QPOVTLEPQL um/t

QPLYOVIEPQL U/t QTVI, EONVIL um/t

QTOYEW T QOTOYLOL umn

QTOYoUdvol T QLGAPUOVIKA um/t

QLGOVV um/t QOOKLO T

QOAMTOO um QOVAPQ um

QPMOTOOOTPL T QOOTOKOTLO umn

yodyo um yofovla um

xappa um yolopdpo T

yaloPiora T yolokovféva um/t

yolopdpa um/t YOUPETOVPOL um/t

YOAGOLOL T YOAAGTPOL T

YOLOAKO um younioBiemodoa um/t

YOLOKEALQL um YOUOTEPOLKOL um/t

Yopovpa T YOPALOPALGGOL T

YOPTOCAKOVAN um Yosovpa T um
Continued
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YEoTPUL T mpeia T

YAMApa, T YIMOYPOVITIGG O T

yrovoBueALa T YAUTATOO, KAATATOO T um
yAepmova, um YOVIPEAQL um/t

xopTomLTOL T YOPTOGOVTAL T

xoOvTQ U/t YPLOTOTOVOY 0L T

YPLGOKOAAOL um YPLGOULYOL um

YPLGOYEPQL T YPOUaTOTVLEIDN umn

Youotila T um AOVELTPOL um

XOPLOTIE um Y OPLOTOTOVAOL T

yado T yoAtplo T

yopiAa T um yopoBapka um/t
WYOPOKAGELN um/t YOPOKOAAQL um/t
yopoudAia T WYOPOTOVAQL um/t
YopOGOLTOL T yopoTpaTa umn
YNAOYKounAo T YnAopOToL T

YnoTiEpa T umn ymeonpia T um
yihokovPévta T yiyo T

yiydlo um/t yuyivo T

yuydpo T WYOYOUAVVA, YOYOUAVO, | UT/T
YLYomaido T YuyomLTaL T

yoypa T umn YOYPOLLLOL T umn
YOUEPQ um/t YOUOAGGO T um
YOPO T umn YOPOKAOGTALVOL T umn
YOPOTEPNPAVINL T
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A2. Feminine nouns with nominative singular —n and plural —&¢

The nouns in this inflectional category have stress on the final syllable in the genitive

plural, but may have stress on any of the final three syllables in the other forms.

Example paradigms:

n KOpM aVTAU®OoN
‘daughter’ SINGULAR PLURAL ‘meeting’ SINGULAR PLURAL
NOMINATIVE KOpN KOPES NOMINATIVE | ovtduoon | ovtduoceg
ACCUSATIVE KOPN KOPES ACCUSATIVE | ovtduoon | ovidumoces
GENITIVE KOpNg KOpQV GENITIVE | OVTQU®MONG | OVTOUOCOV
VOCATIVE KOPN KOPES VOCATIVE | ovtduoon | ovtdumoceg

Table 47: Examples of Modern Greek feminine nouns with nominative singular -1 and plural —eg

Quick stats:
e Babiniotis and Triantafillidis combined: 192 nouns with genitive plural gaps
e Only Triantafillidis:
o 169 genitive plural gaps (10.8% of all genitive plural gaps)
o 1,455 nouns in this inflection class (5.3% of all nouns)
¢

Nouns with genitive plural gaps:

Word Gpl | G | Pl \ Word Gpl | G | PI
affpoepocivn um/t \ aydmn um/t
QY OPUTOGUVT| T J aylochvn T
ayKOAN um/t | ayvoposvvy T um
ayplpmedn T ur [l ayproBpoun T

Continued

Table 48: Genitive plural gaps among feminine nouns with nominative singular —n and plural —eg
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Table 48 continued

Word Gpl Word Gpl | G | Pl
ayprofpoun T 0ETOPAYN T
altopayn T éun T
OULOGKOAN, QUOoYOAn | T apdym um/t
GuUmTOTN T OLLOAOCUVN T
avafounon T ava&loohivn T
avamoy” T avéun umn
avepolain T OVEUDVN um/t
avTIAOTY T avtiyplom T
OVIPELOGLVN T OTOAOGUVY T
ameAevBepn T OTEPAVTOGUVN T um
dpun, GAun T 0o LOGKOVN T um
0GYETOGLVN T aGYNUoGHVN T
atlapocuvn T aTOA um
0TGOAOGHVN T dyvn T um
Bactlokopn umn Bevedwktivn umn
Blacvvn T Bon, Boun) T um
Bovry T B Booon T
YOANVY T \ YEVVOLOQPOGUVT| T
YEPOVTOKOPN umn yepomapdEevn T
yL00pTn T J yYALKOIn T um
deloovvn T SLUAVTOTKOV um
dlopopTUPOUEVN T J Stopaym T
JLVOOLLEV T doLVAOPPOGHVY T
dpapapivn T J EYKLLOoUVN T um
€101 T erenUocLVN um/t
elevbepo@pocivn T EUTOPEVALEV T
e€aOEAPT, £E0OEPON T epLOpdOEPUN T
EVYVOLOGHVN T CaAn T
Cayopn um/t Cayopivn T
Céotn um/t Copdion T
Loypagu T [ 1B T ur
Opeyivn T Bvunon T
1£pOOOVAN T \ 1EPOGUHVI T um
KAOM T KOKOGUVN T

Continued
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Table 48 continued

Word Gpl Word Gpl | G | Pl
KOAAOTN T KaAOGHVY um/t
Képopn T KOO TGOGLVT T
KATTImopm um/t KapBovvockovn T
KOTNYOVUEVN T KNAN T um
KOVQPOPBpaon um/t KPpAupn um
KkpeParoxdpopn T \ KPELOOT T
KOAOTGENN um/t \ Aadopiyovn T um | um
Aaidn T Aoktéon T
Aom) pm MO pm
pépn pr pHapyapivy /'t
LOpLOPOGKOVN T LLOGY QAT T
pahpn T LOLPOSAQVT um/t
LLEYOAOTTPOYLLOGUVT| T peyoAoppnUochvI T
peyoAochvny T \ Meyoaloyopn T
uéyyevn T per&omdpOevn T
peAloBdvatn T péon um/t
LETPLOQPOGHVI um/t AEON T um
LVAUN um/t LOVOoyoKOpn um/t
povpn um/t UTEUTEAN um T
UTOLVTAAOGHVI T J UmpylovTivny um/t
poAn T po T
noopefavn T J viovoon um/t
viot T \ VOIKOKLPOGUVN T um
VIpOpapivny T J vOon T
Eadéhpn, Eadépen T EepoPpuon pm
000AMGKN T 000VTLOTPIKN T
odovtivn T opBodpomdn T
Todiokn um/t TéAN um
TOTTOO0KOP,
TOVOA T TATOd0KOPN um
TopdvLen T TOPOUTPEYALEVT
TEPAOT T \ TeVKN
meyivn T \ TIKPOJAPVT umn
TA®PN um TOPGEAGVT um
Continued
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Table 48 continued

Word Gpl Word Gpl Pl
TPOLLALUN T TPOGLLOVN T

TPOCOYN T TPp®OTOEQOEPON T

pnTivoAacT um piyovn um/t
ocaxyopivn T OKOVOGAN T

oKAQN T OKOAN, oYOAN um/t

oKOVI um/t oKOPOOTIGTN T
oUVPLOOGKOVI umn GOVAPULOOGKOVN T

oTavN T oTdoVNn T

oTAYTN umn oTEYN T

oTEQPAVN umn GLYYVOUN T

GLYVOUN T GLOIAN T um
CLYDPECT T oo\ T

TATEVOGLVT T TATEWVOPPOGLVT| T um
TEGTOGTEPOVT umn Tetdpt T

TOAUN T Tpim T
Towvonéuntn um/t \ VTTOKON T um
QOPUOKEVTIKN T QOPUOKOYADGOT T

PéEN T QEppeAn p/t

QiAn umn QAOKATN umn

(QOPLOAN T J @povKTOln T um
QTéEPN umn QLYHOKN T

QuydmoVN T J xopn um/t

xéon T YEPOTEN T

ANPELALEVN T 10BoAN T um
YPLGOGKOVN T YUYoKOPT um/t
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A3. Masculine nouns with nominative singular —o¢ and plural —&g

Nouns in this inflection class represent two stress patterns in the genitive plural. Some

have stress on the penultimate, while for other nouns the genitive plural has stress on the

final syllable, regardless of stress in the other word forms.

Example paradigms:

0 POAOKOG 0 AYKMOVOG

SINGULAR PLURAL SINGULAR PLURAL

NOMINATIVE |  @QUAOKOG QOLOKEC NOMINATIVE |  0yK®OVOG QYKMOVES
ACCUSATIVE QOLOKO QOLOKES ACCUSATIVE ayKovo, AYKOVEG
GENITIVE QOAOKO QUAAK®V GENITIVE ayKOVo, AYKOVOV
VOCATIVE QUAOLKOL QUAOKEG VOCATIVE ayK®OVO OYKMVEG

0 TovpicTag 0 Gvtpag

SINGULAR PLURAL SINGULAR PLURAL

NOMINATIVE | tovpictag | Toupicteg NOMINATIVE avtpog AvTpEG

ACCUSATIVE | tovpicta TOVPIoTEG ACCUSATIVE avtpa GvTpES
GENITIVE | TOvLpicTa TOVPIGTMOV GENITIVE avtpa aVIPOV

VOCATIVE | tovpicta ToupioTeg VOCATIVE dvtpo avtpeg

Table 49: Examples of Modern Greek masculine nouns with nominative singular —ag and plural —ec

Quick stats:

e Babiniotis and Triantafillidis combined: 57 genitive plural gaps

e Only Triantafillidis:

o No genitive plural gaps in this inflection class (0% of all gaps)

o 831 nouns in this inflection class (3.0% of all nouns)
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Nouns with genitive plural gaps:

Word Gpl | G | Word Gpl | G | PI
aAnTéuTovpug um OUTAQOVUTTANG um
dvtpokiog um apticTag umn
YEPOVTOUAYKOG um \ yepo&olpag umn
yrkoodMaxog um J vpiPoag umn
ONUOGLOGYETIOTOG um JOKTOPOG um
{ftovAag um Covpropavovag um
Bec1Onpog um | kGBovpac um
KkalovoPoag um \ KOVAY10G um
KOTEAG um KOVTIPOUTOGIOTOG umn
payaldtopog um péyKog umn
LOKNVOG um LOAQKOG umn
Uammog um LOPLOVETIOTOG umn
UTTAKOKOG um UTTOUTTOVA0G um
UTTOUTTIPOG um UTOVUTOVVOLG umn
UTOVGOLANG um EepoPnyog um
EepoOrag um Eevtilog umn
OLOPOAVTPAG um opyovictog umn
TOTAPOG um \ TOTOPOEANG um
TAOILOGC um | newdhoc um
TOVTIKOG um \ TPOTOOESG um
poAicTag um POVPOVANG umn
OKOVANKOG um OTEGLOMOTOG um
ondVGOoPOG um TEPOPIOTOG umn
tColiotog um | CitCicag um
tlitCipag um \ TpeMdpOG umn
TUQAOTTOVTIKOG um (QOTOOVANG um
(IGTOLANG um QAOOVTIOTOG um
YPLGOYEPOKOG um yeipag umn
YNAOAEAEKOG um

Table 50: Genitive plural gaps among masculine nouns with nominative singular —ag and plural —eg
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A4. Neuter nouns with nominative singular —

The nouns in this inflection class have one more syllable in the plural and the genitive
singular than in the nominative and accusative singular. Stress placement in the genitive
plural is always on the final syllable, but stress in the rest of the plural forms and the
genitive singular falls according to two patterns. If stress is on the final syllable in the
nominative singular, it is on the final syllable throughout the paradigm, as in moudi. If
stress is on the on the penultimate syllable in the nominative singular, stress shifts to the
final syllable in the genitive singular and genitive plural, but is otherwise columnar, as in
ayopt. According to Holton et. al (1997:65) there is only one noun of this type with

stress on the antepenultimate — ¢piAvtiot ‘ivory’.

Example paradigms:

T0 TToudl 10 ayopl
SINGULAR PLURAL SINGULAR PLURAL
NOMINATIVE ool OO NOMINATIVE ayopt ayopilo
ACCUSATIVE ool ool ACCUSATIVE ayopt ayopuo
GENITIVE To0100 TOLOLDV GENITIVE ayoplov ayopLyv
VOCATIVE moudi ool VOCATIVE ayopt ayopilo

Table 51: Examples of Modern Greek neuter nouns with nominative singular —
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Quick stats:

¢ Babiniotis and Triantafillidis combined: 15 genitive plural gaps

e Only Triantafillidis:

Nouns with genitive plural gaps:

o No genitive plural gaps (0% of all genitive plural gaps)

o 1,794 nouns in this inflection class (6.6% of all nouns)

Word Gpl | G | Pl J Word Gpl Pl
YOUAL um | kalixt um

KPOGOTOTL um \ Movtapiva umn

potlovvi um | né um

UETAEL um \ VEQTL umn

voikt um | 6éoelt um

ondpl um \ TOOAM um

YOLLOATKL um J

Table 52: Genitive plural gaps among neuter nouns with nominative singular —

AS. Neuter nouns with nominative singular —og

In this inflection class, all nouns have stress on the final syllable in the genitive plural.

Nouns with stress on the penultimate in the nominative singular and most other cases

have stress on the final syllable only in the genitive plural (to kpdtog). Those nouns with

stress on the antepenultimate syllable in the nominative singular have stress on the

penultimate syllable in the genitive singular, and throughout the plural cases (1o

TELUYOC).
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Example paradigms:

TO KPATOG TO TEAOYOG
‘state’ SINGULAR PLURAL ‘sea’ SINGULAR PLURAL
NOMINATIVE KPATOG KpATN NOMINATIVE TEAALYOG neAdyn
ACCUSATIVE KpATOg KpaTtn ACCUSATIVE TEMULYOG neAAyN
GENITIVE KPATOLG KPOTOV GENITIVE | meAQyovg TEAY DV
VOCATIVE KpATOg KpaTtn VOCATIVE TEMLYOG neAAYN

Table 53: Examples of Modern Greek neuter nouns with nominative singular —og

Quick stats:
e Babiniotis and Triantafillidis combined: 12 nouns with genitive plural gaps
e Only Triantafillidis:
o 11 genitive plural gaps in this inflection class (0.7% of all gaps)
o 120 nouns in this inflection class (0.4% of all nouns)
@

Nouns with genitive plural gaps:

Word Gpl | G | P1 | Word Gpl | G [ Pl
&ryog T \ ayog T

GAGOC T \ BévBog T

€\eog um J Oaumog T

Bappog T ur [ xé\hog um/t

KOGTOG T umn J péKpog T um
uicoc U/t | oKoTOC 1 um

Table 54: Genitive plural gaps among neuter nouns with nominative singular —og
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A6. Masculine nouns with nominative singular —ng and plural —eg

Masculine nouns with the nominative singular marker —ng¢ fall into two inflection classes.

One class has the nominative plural marker -ndeg. The other has nominative plural form

—&¢. Only the latter have paradigmatic gaps and in this class, stress in the genitive plural

is always on the final syllable, regardless of stress placement in the rest of the paradigm.

Example paradigms:

0 KAEQTNG 0 kaBnynC
‘thief’ SINGULAR PLURAL ‘professor’ SINGULAR PLURAL
NOMINATIVE | KAEQTNG KAEQTEC NOMINATIVE | kafOnyntig | xobnyntég
ACCUSATIVE KAEQTN KAEQTEC ACCUSATIVE | xofnynmm KaOnyntég
GENITIVE KAEQTN KAEQTMOV GENITIVE | «afOnynt KaOnyntaov
VOCATIVE KAEQTN KAEQTEG VOCATIVE | kofnynm KaOnyntég

Table 55: Examples of Modern Greek masculine nouns with nominative singular —ng with the

nominative plural —&g

Quick stats:

e Babiniotis and Triantafillidis combined: 12 nouns with genitive plural gaps

e Triantafillidis:

o No nouns with genitive plural gaps (0% of all genitive plural gaps)

O
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Nouns with genitive plural gaps:

Word Gpl | G | Pl \ Word Gpl | G | PI
avTEPOPYAATNG um \ acPéatng um
YVOOTNG um \ KOVINAOVAQTNG umn
AeBéving um | paykitng um
TOAVTEYVITNG um J TopPLPITNG umn
OKVAOTVIYTNG um | TuprocovpTC um
QOUTPIKAVTNG umn \ yaitavo@phomng umn

Table 56: Genitive plural gaps among masculine nouns with nominative singular —ng and plural —eg

A7. Neuter nouns with nominative singular —o

Nouns in this inflection class present three genitive plural stress patterns. If the other
cases have stress on the final or penultimate syllable, the genitive plural will also have
stress on that same syllable, i.e. stress is columnar. However, if stress is on the
antepenultimate in the nominative plural, the inflection class presents two stress patterns.
Either stress will be columnar, including antepenultimate stress in the genitive plural (1o
ddytvAo), or stress will shift to the penultimate syllable in the genitive singular and plural

(To TpOCWOMO).
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Example paradigms:

T0 TPOCOTO 70 dAYTLAO
‘face’ SINGULAR PLURAL ‘finger’ SINGULAR PLURAL
NOMINATIVE | 7©pOcOTO TPOCOTL NOMINATIVE | OdytuAo ddyTvlal
ACCUSATIVE | 7pOcOTO TPOCOTO ACCUSATIVE |  ddytuAo dbryTvAn
GENITIVE | TTPOGOTOV | TPOCOTMV GENITIVE | 0dyTUAOL QY TLA®V
VOCATIVE | mpOc®TO TPOCOTO VOCATIVE |  ddytvlo dbryTvAn
t0 P1Aio T0 Bouvd
‘book’ SINGULAR PLURAL ‘mountain’ SINGULAR PLURAL
NOMINATIVE BiArio BBAia NOMINATIVE Bouvd Bouva
ACCUSATIVE Brio Bria ACCUSATIVE Bouvo Bouvad
GENITIVE BiBAiov BpAiwv GENITIVE Bovvo Bouvav
VOCATIVE BBrio Bprio VOCATIVE Bouvod Bouvd

Table 57: Examples of Modern Greek neuter nouns with nominative singular —o

Quick stats:

¢ Babiniotis and Triantafillidis combined: 9 nouns with genitive plural gaps

e Only Triantafillidis:

o No nouns with genitive plural gaps (0% of all genitive plural gaps)

o 3,340 nouns in this inflection class (12.2% of all nouns)

Nouns with genitive plural gaps:

Word Gpl |G [Pl | Word Gpl |G [P
YOVO10 um | Covlovro um

KOTOTOVAO um \ péyovro um

LEGOVPOVAL um J VUYTOKALOTO umn

TaAOQayo um \ pdto umn

TGOVPLO um \

Table 58: Genitive plural gaps among neuter nouns with nominative singular —o
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AS8. Masculine nouns with nominative singular —og and nominative plural -a.d&g

Nouns in this inflection class have a simpler stress pattern than most of those discussed

above. When the nominative singular has stress on the final syllable or penultimate

syllable, stress is columnar throughout the paradigm, including in the genitive plural. In

the few cases in which the nominative singular has stress on the antepenultimate syllable,

stress shifts one syllable towards the end of the word in the entire plural, including the

genitive plural.'® This last pattern is explained by the fact that stress in Modern Greek

can be no more than three syllable from the end of the word. Since the plural forms have

one more syllable than those in the singular, stress shifts one syllable.

Example paradigms:

0 Tomdig 0 TGEMYKOG
‘priest’ SINGULAR PLURAL ‘shepherd’ SINGULAR PLURAL
NOMINATIVE TOmdg TOTAOES NOMINATIVE | toéMyKag | ToeAyKadeg
ACCUSATIVE o TOTAOES ACCUSATIVE | T0éMyka | TGEMYKOOES
GENITIVE Tomd TATAd MV GENITIVE | toéMyKa | ToeMyKadwmv
VOCATIVE Tamnd TOTAOEG VOCATIVE | toélyka ToEMYKOOES

Table 59: Examples of Modern Greek masculine nouns with nominative singular —ag and nominative

plural -adgg

1% The Lexiko tis koinis neoellinikis {, 1998 #767} marks only nine nouns of this inflection class with
antepenultimate stress, five of which are compounds with —amog.
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Quick stats:
¢ Babiniotis and Triantafillidis combined: 2 nouns with genitive plural gaps
e Only Triantafillidis:
o No nouns with genitive plural gaps (0% of all genitive plural gaps)
o 307 nouns in this inflection class (1.1% of all nouns)
o

Nouns with genitive plural gaps:

Word Gpl | G | Pl
Bapéiag um
YKIOLAEKOG um

Table 60: Genitive plural gaps among imparisyllabic masculine nouns with nominative singular —ag

and nominative plural -adeg

A9. Neuter nouns with nominative singular —pa

Holton et al. (1997:66) describe neuter nouns with nominative singular —pa in the
following way: “These nouns may be of two syllables, like kopa ‘wave’ (with paroxytone
stress), or of three or more syllables, like TpopAnua ‘problem’ (with proparoxytone
stress). The endings of the genitive singular and all plural cases involve an additional
syllable, which has implications for the position of the stress. The genitive singular and
the nominative and accusative plural of these nouns are always stressed on the

antepenultimate; the genitive plural always has the stress on the penultimate.”
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Example paradigms:

TO KOUOL T0 TPOPAN L

‘wave’ SINGULAR | PLURAL ‘problem’ SINGULAR PLURAL
NOMINATIVE KOpo Kopoato NOMINATIVE | 7wpoBAnua wpofAnuata
ACCUSATIVE KOpo KOpoTo ACCUSATIVE | mpOBAnua npofAnpoto

GENITIVE | Opotog KOUATOV GENITIVE | mpoPAnuotog | TpofAnudtmv

VOCATIVE KOpo KOpoTo VOCATIVE | mpdfinpa npofAnpoto

Table 61: Examples of Modern Greek neuter nouns with nominative singular —po.

Quick stats:

¢ Babiniotis and Triantafillidis combined: 2 nouns with genitive plural gaps

e Only Triantafillidis:

o No nouns with genitive plural gaps in this inflection class (0% of all gaps)

o 2,380 nouns in this inflection class (8.7% of all nouns)

Nouns with genitive plural gaps:

Word Gpl | G | Pl
naAopo um
OLYOVOYTYOMGLLOL um

Table 62: Genitive plural gaps among neuter nouns with nominative singular —pa
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APPENDIX B

SURVEY INSTRUMENT: GREEK PERIPHRASIS

Av106 10 £pOTNUOTOAGYI0 £xEL TPia LEPT). XTO TPAOTO, Ol GG POTHCOVUE VO ODGETE AlyEG
TANPOPOPIES YOP® b TOV EAVTO GO KOl TN YAWOGIKT COG YVMOT. XT0 dg0TEPO, Bal coC
POTNGUOVUE VO COUTANPADCETE UEPIKES TPOTAGELS TOV £YOVV Kevd. TELOG, 6T0 TpLTO
HEPOG, Ba Gog pOTNCM® Vo EavaypAYETE LEPIKEC TPOTAGELS Y10 VO, KOVGTOVV MO PUCIKEG
OTO EAMNVIKAL.

Hpoto Mépoc: Ipocwmxéc ITAnpoopisg

OAHTI'IEX: O)Lot o1 avBpwmot 6e Aoy pe Tov id1o Tpomo. Aedopévov 6t n nAkia, To
@VUAO KOl 0 TOTOG KATOYWYNS Elval OpIGUEVOL OO TOVG TOAAOVS TAPAYOVTES TTOL
emmpedlovv Tov TpOTo opuAiog, Oo 0EAape va EEpovpe Alya TPAyHOTO GYETIKA LE GOG.
Avtég o1 mAnpogopieg Ba pag fondnocovy va GuyKpivovLE TIG ATOVTGELS GOG GTO
EPMTNUATOAOYIO UE AVTEG GAAWDV GLUUETEYOVT®V otV £pgvva. OAec o1 amavtioels Oa
TopapEivoLY amOpPNTES.

Al. TTowo eivat to gdro cag; [ ] dvpoag [ ] yovaika
A2. [Tow givon n nhkia cog; YPOVOV

A3. ITowog etvar 0 TOmOG Yevvioemdg Gog (TOAN, YOpa);
A4. Toog givar 0 TOmog yevvioe®mS TOL TATEPQ GOG (TOAN, XDPA);
AS. Tlowog gtvan 0 TOTOG YeEVVGEMG TNG UNTEPAG GOG (TOAN, YDPa);
A6. Kataypdyte 0ha ta pépn oto omoia £xete dlapeivel yio TOLAGYIGTOV £va XpOVO Kot
OGO YPOVAV glcactay Otav peivarte ekel.

T0 UEPOG; OGO YPOVAV

gloootav;
Hopdaderypa: 1 ®eocarovikn, 1 EALGSa 0-18 xpovav

A7. Tlow &ivar to endyyelpd oag;
A8. TTowo givavntav To endyyeALo TOV TOTEPO GOGC;
A9. TTowo eivavntoy 10 emdyyeApa TG UNTEPOAG OOG;
A10. ITowo givar To VYNAGTEPO EMMEDO LOPPMONG TOV EXETE;
[ ] 8ev myo oyoreio i dev Teleimoa To SnpoTikd
[ ] amdportog dnpotucod
amdPOLTOG YLUVAGIOV
eoitnoa otV Tprtofadua ekmaidevon aAAd dev Tpa (aKOun) Truyio
[ ] mruyiovyoc Movemopiov
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[ ] kéroyog Metomtuytakod Tithov omovdmv (1.y. kétoxog Mdaotep, KéToyog
nroyiov lotpikng, kdroyog Adaxktoptkov)
A11. TTow/eg givar n/ot untpikn/ég oog YAMGGo/sg;
[ ] EAAqvika
[ ] 6An yAdooa:

A12. T'vopilete Ghleg YADGGEC;
Vol

[ on

A13. TToteg Ahheg YAwooeg yvopilete, kot o€ Tt eminedo (ITapaderypo: Ayyid (ue
evyépeln) INeppovikd (Lovo yia amir cuvevvonon) Pocowkd (uovo didfoacua));

Al4. e mowa/eg YA®GG0/eG LIAATE GCLVHOMC LLE TOVS YOVELG GO,
[ ] EAAvikd
[ ] 6An yAdooa:

A1S. e mowa/eg YA®GG0/e¢ PAdTe GLVHOMC e TOVS PIAOVE GOg;
[ ] Exavia
[ ] 6An yAdooa:

A16. e mola/eg YA®GG0/e¢ pLATe GLVHOMOC 6TO GYOAEI0/GTN doVAEL;
[ ] Exavica
[ ] 6An yAdooa:

Agvtepo Mépoc: Xopuninpaocte to Keva

OAHI'IEX: Z10 tufpo mov axoAovdet Bo cag 60000V 54 avorokANp®TES TPOTAGELS GTA
EMnvikd. OloxkAnpaote kdBe mpotaon e Tov TpOmo mov Bempeite To euokd. Na
YPAYETE, TOPAKOAD, TO YPALULO TOV AVTIGTOLXEL GTNV OAVTNGY GOG 6TO KEVO. Mmopeite
va dAéEete povo pia amdvinon.

napaderypo: H katookevy A mmpe éva ypovo.
A. avTdOV TOV SpoOU®V
B. an6 tovg dpdovg
I'. avtdv TV dpoudv
A. amd Toug dpopovg
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B1. Nopuioe mmg ta vapkoTikd frave n Abon
A. oto TpoPAnudta tov
B. tov npofAquatdv tov
I'. ota TpoPAnpatd Tov
A. TV TpoPANUATOV TOV

B2. VILAPYOVVE TOAAEG TPOPIKEG SLUTAPOUYEC.
A. Meta&d tov avafatov
B. Avdueca otouvg avapdreg
I'. Avapeca otoug avaPatéc
A. Metaé&d tov avapatov

B3. Evog peydriog apBuodg £€0TOGE KOTA TN OLPKELD TOV GEIGLOV.
A. a6 Babpd
B. Babpov
I'. BéOpwv
A. amd BaBpa

B4. To mAn00g KatEParAie TOV KAOOLV.
A. amd ta Toudid
B. om6 to mandia
I'. Tov Tadidv
A. Tov Tondiov

BS. Ot kapt mootdA gival
A. mo apyéc omd o YpAULOTL
B. Bpadvtepeg TV ypapupdtwv
I'. mo apyéc and ta ypoppdta
A. Bpadvtepeg TV YplupaTmv

Bé. mpe OAN TN HEPQL.
A. H gmloyn tov elextdpav
B. H gmloyn tov eAéktopov
I'. To vo emAéEove TOVS ELEKTOPES
A. To va emA£EoVLE TOVG EAEKTOPES

B7. Ta tepiocoOTEpQ €0macay KOTA TN SLOPKELL TOV GEIGHOV.
A. amd o fabpa
B. tov abpov
I'. tov BaBpwv
A. amd ta fabpa
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B8. Ot aiBovceg tov oyoieiov elvar pkpdtepeg TOV TTOVETIGTN IOV,
A. and TG aibovoeg
B. tov aifovcav
I'. a6 11 ubBovcéc
A. tov aifovcmv

B9. Z10 6vepd g, o opdada YOPEVE YOP® TNG POVALOVTOG KATAPES.
A. daipovov
B. amd doupdveg
I'. darpdvav
A. am6 daipoveg

B10. Axépo kot T0 TOPTOPOALO. KAATNKAVE!
A. TV TEAATOV
B. amd tovg meldteg
I'. a6 Tovg mehatég
A. TV TEMITOV

B11. Meydiog aptBpog YOAAGOVE OUECHG.
A. oV pnydvev
B. an6 tig pnydveg
I'. tov unyavav
A. omd TIG UNYovES

B12. Avto to cuykpdTUQ 0PYAVAVEL £VOL LOVGIKO QECTIPAA KAOE ypdVO.
A. atBovowv
B. and arbovoeg
I'. ctBovcdv
A. am6 aifovoeg

B13. H AdBo¢ TomoBétnon €KOVE T OGKEMN VO, KOTAPPEVGEL.
A. and Toug 60K0Vg
B. amd tovg 66xovg
I'. uepikarv d6kwv
A. LEPIKDY dOKMV

B14. Ta ctodvtio yia Tig TpoPes 6t0 oYoAeio eivan
A. 0OKEWOTEPA TOV GLVOVAOK®OV 0ifovc®V
B. mo oxela and t1g cuvaviiokég atbovoeg
I'. okeldtepa TOV GLVALALAKOV ABoVGHOV
A. mo okela omd TIG GLVOLALKESG 0BOVGES
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B15. Nopilm 61t ta povvtodkia givor ToAd KaAvTepQ
A. om6 to KaoTdva
B. tov xdotovov
I'. and to kbdotavo
A. TV KooTAvVEV

B16. Eipot peyodvtepog pov.
A. TV 0dEpP®OV
B. amd Toug adéppoug
I'. amd Tovg adePPOVC
A. TV 0dEpO®V

B17. Ta peldvia etvan @TnVvd.
A. amd T1g epnuePIOEG
B. t0v gpnuepdmv
I'. tov epnuepidmv
A. amd Tic epnuePLOES

B18. Kotd ™ yvoun pov pmopovpe va pabovpe ToAAd TEPIGSOTEPQ Y10 TNV 10TOPIN TNG
Evpdrng péow tov ppovpiov tov Baikaviov mopd pécm

A. 1oV avoktopav g Avtikng Evponng

B. and ta avaktopa g Avtikng Evponng

I'. tov avaktopov g Avtikng Evpanng

A. am6 ta avaxtopa g Avtikng Evponng

B19. Awkoounuéveg Onkeg extiBevtal 6To povoeio.
A. &loov
B. &lowv
I'. am6 Elpn
A. amd Eom

B20. Evag pikpog aptpoc vyetog 0ev BepamedeTat.
A. amo Tig dataporyés
B. dwatapayadv
I'. dwtapbywv
A. amd TG datapdyeg

B21. AnoloynOnke yio ™ {nud
A. ota avtoKvn T
B. tov avtokivtov
I'. ota avtokivnta
A. Tov avtokivntov
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B22. To pappapo payloE.
A. and ta fabpa
B. t0v Babpwv
I'. tov BaBpaov
A. am6 ta fabpd

B23. Ot dpeg fa avakovwBodv onuepa.
A. podnuatwv
B. ané to padnudro
I'. a6 o padnuoto
A. padnuatov

B24. Mepkég YOALACOVE AUECWG.
A. amo TIG UNYOVES
B. an6 tig pnydveg
I'. tov unyavov
A. TV unyovov

B25. Mepwoi dovievovve otr PrAtodnK.
A. om0 TOVE TOVETIGTIUOKOVG POITNTEG
B. an6 tovg mavemionokovg ottTeg
I'. Tov TavemoTHIOKOV QOITTMOV
A. TOV TAVETIGTNHUIOKAOV QOLTNTOV

B26. O nepiocodTepot otV TOAN NTOV 1EPUTOGTOAOL.
A. TOV SWLOPTVPOUEV®V
B. tov dapaptopdpevov
I'. a6 Tovg drapapTLPOEVOLS
A. amd TOVG OLUOPTVPOUEVOLS

B27. Meydin pepioa YNOLoE TO VOLO.
A. 10V BovievtdV
B. 10v BovAedtoov
I'. a6 tovg fovAievtég
A. am6 Tovg fovievTeg

B28. Ta movtikio ayove
A. 10 el KdoTovo
B. to Nuov t0v Kactavev
I'. ta piod xaothva
A. T0 UGV TOV KAGTAVOV
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B29. Ta vrndoteya KATOPEVGOVE LETA TO GEIGUO.
A. TV 0EPOTAGV®V
B. v ta agpomhavd
I'. tov agpomiavav
A. y1a taL agpomAdVaL

B30. H emutpon| YNOLoE KOTA TOV VOLOGYESIOL.
A. TOV EVVEN YEPOLTLOGTOV
B. tov gvvéa yepovoidotmv
I'. and evvéa yepovoidoteg
A. amd gvvéa YEPOLGLAGTEG

B31. Avuto to cuykpotpa Aéyeton 6Tt givan oToryEl®pEVO.
A. vnolov
B. an6 vnod
I'. and vnoia
A. vnoiov

B32. Eva peyddo apBpuog Bpetnkave ot votia EAAGO.
A. amd ta Eigpn
B. 10v &lowv
I'. tov oV
A. amo6 ta 1on

B33. Akovoa 011 0 Tpwburovpydg Ba ddoet Eva Adyo Ao TOVG EPYATES
o1OMPOSPOL®V.

A. evavtiov 1OV TpOCEATOV ATEPYLOV

B. gvavtia otig mpoécpateg anepyieg

I'. evavtiov tov pdcpatv anepyimv

A. evavtio 6TIC TPOGPATES ATEPYLES

B34. Ayoviomke yevvaia TOVL.
A. gvavtiov TV gxfpdv
B. evavtia otovg exfpovg
I'. evavtiov tov &x0pwv
A. evavtio 6to0g £x0povg

B35. H otifa €nece 010 KEPAAL TOV.
A. a6 B
B. tov Biprav
I'. amd Pria
A. tov BpAiov
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B36. Mo tomtikn opddo e0EAOVTAOV TEPITOLEITAL TOVS KHTOLG
A. Kot Tov 600 TOV avAKTOp®V
B. kot v 600 T®V avaKTOP®V
I'. ko amd T 6v0 avaxktopa
A. ko omd To S0 avaKTopa

B37. H Ayotepo onpo@iang ékBeon oto povoeio givor n aibovoa .
A. opOKTOV
B. opvktov
I'. pe ta opxta
A. pe To opuKTQ

B38. OLa ta katdptio TOAAVTEDOVTOV OTO TOV AVELO.
A. 10V TAolwv
B. an’ta Mol
I'. tov TAowov
A. am’to TAold

B39. O d1kaoTNg AmEVELLE OKVPADCELG
A. Kot 6Tovg 00O YAUOLE
B. ka1 6Toug 800 yopovg
I'. ko TV dvo yaumv
A. Kot TV 00O YOU®OV

B40. tov Kdota dev vdpyetl ovte €vag epgavionpog avipog!
A. Avépeca 6Toug andyovoug
B. Meta&d tov andyovov
I'. Avdpeca otovg amoydvoug
A. Meta&d tov anoyovaov

B41. Ot dnpocroypdeot eivan mo cefactol
A. and toug apBpoyplpovg
B. tov apBpoypdowv
I'. a6 tovg apBpoypapoic
A. TV apBpoypapdv

B42. To yeipdva, GvOpmmotl oTivouve oveoddes €EM AT’ TOLG KV LATOYPAPOVG.
A. 7o KGoTtova
B. xaoctdvaov
I'. kGoTOveV
A. ylo kooTdva
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B43. Ta apyikd ovToALOKTIKA NTOVE KOADTEPOL
A. amd TIG VTOKOTAGTAGELS TOVG
B. an6 t1¢ vrokoatactaceic Tovg
I'. Tov vrokaTacTdoE®V TOVG
A. TOV VTOKATOGTAGEDV TOVG

B44. Mepwcoi naportOnkay dtav dev ToVg TAMPWSE 10 BEatTpo.
A. TOV GKNVOYPOP®OV
B. tov oxnvoypapav
I'. and tovg oknvoypdeovg
A. amd Tovg GKNVOYPOPOS

B45. Axovicave 116 KOyeIg TOVG TPV Ao TN Uaym.
A. amd ta Eigpn
B. 10v &lowv
I'. tov &wov
A. amo6 ta 1N

B46. Oloc 0 kOGLOG SlapapTOpETOL .
A. evavtiov TV BPeTaviKOV Kol QUEPTKAVIKOV KLUBEPYNCE®V
B. evavtiov t@v BpeTovikKdy Kot aUEPIKOVIKOV KUPEPVINCEDY
I'. evavtia otig Bpetavikéc Ko apeptkavikés KuBEpvNoelg
A. evavtio oTIG BPETOVIKESG KO AUEPIKOVIKES KUPEPVIGELS

B47. H gvtuyio tov epyalopévav glval mo onuovTikn
A. amd ta k€poM
B. 10v képdav
I'. tov kepddV
A. amo6 to KepON|

B48. H évoon 0pYveGE TO PECTIPAA.
A. Mookt T®V
B. amd toug mhotoktntég
I'. amd Tovg mAolokTNTEG
A. TAOLOKTNTOV

B49. Ot yoOAykav ordcave to Topunpil otav o [Tavadnvaikog éxace To pots.
A. and 6la To avToKivTO
B. 6 AoV TV avtokivitov
I'. AoV TV avtoxivnToV
A. a6 Gho To CVTOKIVANTOL
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B50. Eivai 60okoAo va yivel pio koA HETAQPOAOT) tov Opnpov.
A. 10V Enov
B. ota emm
I'. tov enaov
A. ota €m

B51. Anpovpynnke pio mapeEnynon TOL KPOUTOVV TOVG OLUNPOVG.
A. PeTOED TOV SOMPAYUETEVTAOV KO QVTOV
B. avdpesa otovg d1ampayleTeENTEG KOl G 0UTOVG
I'. avapeso 6Tovg S1OMPAYUETEVTEG KOl G’ OVTOVG
A. petalh TV S10mPayIETEVTOV Kol QUTMV

B52. Anpovpynnke pia mapeEnynon .
A. avapeca 6Tovg TEAATEG Kol TO payalatopo
B. petaéd tov teddtov Kot tov poyaldtopa
I'. avapesa otovg meldteg Ko to poryaldtopa
A. peta&d Tov meElaTdV Kot Tov payaldTopa

B53. H mAeloynoia KAVOLVE KPLTIKN 0TV KLPEpvnon.
A. amd T1G aveEApTNTES EPMUEPLOES
B. and 11g aveEdptnteg epnuepideg
I'. tov aveldpntOv EQNUEPIO®V
A. TV aveEdptnTov epnuepidmv

B54. 100 ymeot NTOV GAAOL®UEVEG.
A. oT1G eKAOYES
B. 10v exkhoydv
I'. tov ekAoOywv
A. o115 eKAOYEC
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Tpito Mépoc: Th givon kaAVTEPO;S
OAHTI'IEX: Otav 60vAevate 6TO TPONYOOUEVO HEPOG, UNTOC VOUILOTE OTL LEPIKAG
TPOTAGELG OEV GOG 0OV TOV TUTO OV TPOTHOVGOTE 1) OEV OKOVGTNKOAV TOAD
«PLOIKESY (O Oa TIc EAeye évag EAANVOQ®VOQ).
Na pigete (o patid og Kabepio TpoOTOoT 6TO €KEVO PEPOG, Katl va Parete Eva «X» 61O
Kévo tetphyavo (L), aviiotoydg pe Ty aichnon cag mov 1 andvinon cog ivat 6 Teg
Ba exBpdoete ‘oelg v Evvola TG Tpotdoews («Naw onuaivel 6T ) Tpdtaon eivar
«PLOTKT Kot 0eV TpEmel vo aAAdEete Timote. «Oywvy onuaival 6Tt dev eivarl puotkn]). Av
N ATAVINON GOG Elval «OYY, TOPAKAA® Vo EAvE Ypdwyete TNV OAOKAN PN TPOTACT OTN|
YPOUUN KAT® oV VITApYEL GAAOG TPOTOC VO EKPPACTEL QLTI 1) EVVOLN. Z0G TOPAKOAD VOl
MH of0oete TIC OmOVTHGELS GOG GTO TPOTYOVUEVO UEPOG.
napaderypa 1: H xotaokev A wpe €va xpdvo.

A. avtdV TOV SpOU®V

B. an6 tovg dpdovg

I'. avtdv TV dpoudv

A. amd Toug dpopovg

1. X] Now [] O

Av o1, va Eava ypayete TNV TPOTOCT) £00:

nopadeypa 2: H andieon A €ytve mpv T onUEPIVI ETOYN).
A. pe to dikompdro
B. ...
r...

A. ...
11. [ ] Nat X O
Av Oy, va dopBmacete v TpoTaon £00: H andAieon ovtdv TV SIKO®UATtOv £yve Tpv
TN GNUEPVT] EMOYN).

I'1. [ ] Nt [] O
Av Oy, va 010pBmGETE TNV TPATAGT E0:

(This is repeated for each of the 54 examples)
Mmnpéfo cog! Tehewwoate! Mol cag evyopioTope.
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APPENDIX C

SURVEY INSTRUMENT: GREEK GENITIVE PLURAL GAPS

AVT0 10 EpOTNUATOAOY10 £xEL TPl LEPT. ZTO TPMOTO, BOl GOC POTINO® VO ODCETE AMYES
TANPOQOPIES YOP® amd TOV E0VTO GO KOl TN YAMGGIKY 060G YVAOOT. XT0 0e0TEPO, O Gog
POTAC® VO, VTOALOYICETE PEPIKES AEEELG EAANVIKES KOTA TNV CGIKEWOTNTO TOV EYETE YLOL TNV
kaBed. Téhog, 610 TPLTO PEPOGS, B GOC POTNO® VO YPAWETE AEEELG O SLOPOPETIKOD
TOTOL KOl LETA VO, VTOALOYICETE AVTEG TIG AEEEIC AVAAOY LLE TO OV GOG POAVOVTOL YVIO1EG
AEEELG Ao TOL VEX EAANVIKAL.

Hpoto Mépoc: Ipocwmxéc ITAnpoopisg

OAHTI'IEX: O)Lot o1 avBpwmot 6e Aoy pe Tov id1o Tpomo. Aedopévov 6t n nAkia, To
@VUAO KOl 0 TOTOG KATOYWYNS Elval OpIGUEVOL OO TOVG TOAAOVS TAPAYOVTES TTOL
emmpedlovv Tov TpOTo opuAiog, Oo 0EAape va EEpovpe Alya TPAyHOTO GYETIKA LE GOG.
Avtég o1 mAnpogopieg Ba pag fondnocovy va GuyKpivovLE TIG ATOVTGELS GOG GTO
EPMTNUATOAOYIO UE AVTEG GAAWDV GLUUETEYOVT®V otV £pgvva. OAec o1 amavtioels Oa
TopapEivoLY amOpPNTES.

Al. Towo &ivor to @vdo cac; [ évrpag [ ] yovaika
A2. TTowa givon  nAkio cog; XPOVOV
A3. ITowog etvar o TOmog yevvioeds oag (TOAN, xOpa);

Ad. Tlowog etvar 0 TOTOG YeVVNGE®G TOL TATEPQ GO (TOAT, YDPW);

AS. Totog givar 0 T0mog YevvoE®MG TNG UNTEPAG GaG (TTOAN, YDPA);
A6. Kataypdyte OAo Ta LEPT oTO oMol EXETE OLAEIVEL Y10l TOVAGYLIGTOV €V YPOVO KOl
OGO YPOVAV glcacTOV OTAV petvate eKel.

TO UEPOG; OGO YPOVOV

gloootav;
Mopdaderypa: 1 ®gocarovikn, 1 EALGSa 0-18 ypovav

A7. TTow &ivar to endyyelpud oag;

AS8. TTowo glvarntoy To emdyyeALO TOV TOTEPO GOC;

A9. TTowo eivar/ntoy 10 emdyyeApo TG UNTEPAG OOG;
A10. ITowo givar To VYNAGTEPO EMIMEDO LOPPMONG TOV EXETE;
[ ] 8ev myo oyoreio i Sev teleimoa To SnpoTikd
[ ] amdportog dnpotucod
amdPOLTOG YLUVAGIOV
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[ ] poitnoa omv tprrofddia exmaidevon adld dev mpa (akdun) Troyio
nruylovyog [avemotpiov
Kdtoyoc Metomtuylakol Tithov oTovdmV (1., KaToY0G MdoTep, KATOYOG
nroyiov lotpikng, kdroyog Adaxktoptkov)

Al1l. ITow/ec givar n/ot unTpikn/ég cog YAOGGO/EG;
[ ] EAavicd
[ ] 6An yAdooa:

A12. I'vopilete dAheg YADOOES;
vt

[ ]on

A13. TToeg dAreg YAdooeg yvopilete, kat o€ T1 eminedo ([Tapaderypo: Ayyika (pe
evyépeln) I'eppovikd (Lovo yia amir) cvuvevvonon) Pocowd (povo ddfacua));

Al4. e mow/eg YAOGG0/eG IAATE GLVIHOMG LLE TOVS YOVELS GOG;
[ ] EAAqvika
[ 6AAn yAdooa:

A1S. e mow/eg YAOGG0/eG PAATE GLVIHOMG e TOVS PIAOVS GOG;
[ ] EAAqvika
[ 6AAn yAdooa:

A16. e mow/eg YAOGG0/eG PAATE GLVNHOMC 6TO GYO0AEl0/GTN dOVAEL;
[ ] EAavicd
[ ] 6An yAdooa:
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Agvtepo Mépoc: H Owkarotnro
OAHT'IEX: T[MTopaxaiovpe va kpivete KaOe AEEN Katd avt) v KAipoka. No Bdiete
OTOV KOTAAANAOV aplOuo.

1 Agv EEpm avtr) ™ AEEN

2 Atyo EEpm ™V évvola 1 LTopd Vo, LoVTEY® TV £VVOLd TG

3 Eépm v €vvola ouTiG TG AEENG AAAG OEV TNV YPTCLULOTOLD

4 Exo ypnoworomoet avtn ) AEEN o 1) 600 Popég

5 Xpnowonowd avth T AEEN mOTE-MOTE

6 Xpnotpomoud avtn T AEEN TOAD

] ogv TV ogv TV ™mv

A% Eépo YPNOLUOTOL®D X[:t T:):gf zg::b
n ouoTada 1 2 3 4 5 6
0 amdéaTOAOG 1 2 3 4 5 6
n ylayid 1 2 3 4 5 6
0 6QIg 1 2 3 4 5 6
n AakkoUBa 1 2 3 4 5 6
N Jaud 1 2 3 4 5 6
n okARBpa 1 2 3 4 5 6
n ayida 1 2 3 4 5 6
0 UTTEPUOXOG 1 2 3 4 5 6
0 AaBpéuTropog 1 2 3 4 5 6
0 KPOKOSEIAOG 1 2 3 4 5 6
n KapoToa 1 2 3 4 5 6
n mMTdaua 1 2 3 4 5 6
n Yepida 1 2 3 4 5 6
n kporida 1 2 3 4 5 6
T0 BIRGpI 1 2 3 4 5 6
0 £TTIOKOTIOG 1 2 3 4 5 6
n poTovTa 1 2 3 4 5 6
0 UTTKOOG 1 2 3 4 5 6
n ayida 1 2 3 4 5 6
0 TTAooaAog 1 2 3 4 5 6

271



Aée ogv TNV ogv TNV ™mv

n Aggn ,
Eépo APNOCLLOTOLD Xgr TI):E 1(::;(:;0)

0 TOAUIKOG 1 3 5

N KOTTEAG 1

0 KAiBavog 1

o 816Upaupog 1

TO TT4PTI 1

O TTATTOUTONG
n apBuUAa
n xapéadpa

n mpaudreia

0 TpayéAapog
0 YOUOANAG
N AoAATOG

n TPOXIA

n dikn

n Aautrdda
0 UTTOGVONOG
0 KAVOTTEG
O PETTOPTEP

TO TTOUAOBEP

n vouBéra
n KoTTréva
n KoAGvia
T0 &OPU

n euoouva

1O TTQIdI
0 druI0g
n Bupida

n apéva

NN DN N NN NN NN NN N NDNNDNDN NN DN NN DN

W W W W W W W W W W W W W W W W W W W W W W W W W W W

272

L T = T S T T N S S B S S S S N T = T = = T = B S T T N SN S B S N SN N

LN W L | W D b b D i b D i D i b D b Dl W b D e Dl Dk D

o) NN e N le) TNe ) SN e e ) SN N e U o e N e N =) e Se) S e) S e) | Bile ) U e e NN e e N B =) Te) o) Sie))




ogv TNV ogv TNV ™mv
n Aégn , , YPNOLOTOLD
Eépo APNOCLLOTOLD OTE-méTE
o Bayevdg 1 3 5
TO TAWi 1

TO EKKPEPEG
N KauTravia
TO ATTAP

o TagITCng

n cauTTravia
0 d1dKkoo oG
n 1TAag

n HouppouUpa

n KouTriva

0 Koppavdg
N KOUATOUpPQ
TO oUMBAv
TO POTG

O KOMMWTAG

0 H6BIoTPOG
N KapékAa
n Tapépva
N oakoUAa

0 auavég

0 XOPEUTHG
0 TUpavvog
0 OTTOVOUAOG
n apkouda

TO UTTOUPI

0 BapuTtovog

0 KaeTZAG

N O O B N S I O e O e O B e O e O L S S I S e O B O e N L O R S R S S R S S O )

W W W W W W W W W W W W W W W W W W W W W W W W W W W
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ogv TNV ogv TNV ™mv

n Aégn , , YPNOLOTOLD
Eépo APNOCLLOTOLD OTE-méTE

0 TTaTayog 1 2 3 4 5 6

0 QoITNTAG 1 2 3 4 5 6

n BeAova 1 2 3 4 5 6

Tpito Mépog: ¥’ avtd T0 HEPOG, TPEMEL VO KAVETE OVO TPAYLLOTOL.
[TpdT0, Y10 KaBepd AEEN oTIC TaPEVOESELS, Vo YpayeTe T AEEN GTOV TOTTO TOV
yperdleTon ylo tn @pdion ekeivn.
napadeypa: oto TOVETIGTI IO,

(To TOVETIGTALIO)
Metd mov ypdwyate T AEEN, TOPAKAA®D VO YPAWYETE Kol evav oplBud mov deiyvel To
Babuod epmotocivng cog 0Tt eKEIVOg 0 TOTTOC TOL Ypdyate elval Yviolo EAANVIKY AEEN.
[Mopadeiypotog xapv, av EYETE LEYOAN EUTIGTOGVVY], VO YPOAWYETE HEYOAO aplOuo (TT.y.
100) aALG av dev €xete peydAn epmiotoohvn, vo Ypawyete ukpo aptBud (m.y. 20).
H kpion mov divete otnv apyn yio v tpdTn AEEN Ba ypnoipevoet cov Paon yio GAleg
Kpioelg. Aniadn, av n eUmetochHvn Gog eivat SvVo POPES o duvaTn UE TN deVTEPT AEEN
arm’ 6,1t givat pe v Tp®Tn 0 apBpdS TpEmeL va ivat SVTAGGI0G. AV 1) EUTIGTOGUV 6T
devtepn AEEN eivan pom, o apBpdg mpémetl va etval piods. Aev mepdlel av ol kpioelg
eaivovtotl va aAAAEOVY KOOMG SOVAEVETE GTO EPMTNUATOAOYIO — EVOLOPEPOLLOL Y0l TL
Kpioelg KaBwg avamtHccovTal.

1 O Abyog Tou Kpion:
(To cuppav)
2 To gival ekei. Kpion:
(TO EKKPEPEG)
3 21OV Kpion:
(o uttévopog)
4 @) TPETTEl va BepuavOei ypryopa. Kpion:
(o kAiBavog)
5 MeTagu Tou Kal TOU apoupaiou... Kpion:
(0 69i5)
6 O BpiokovTal €Kei. Kpion:
(n Thag)
7 MeTagu Tou Kal Tou UTTOAOITTOU Kpion:
TOU KATTVOOOXOU... (To pTToUpI)
8 O1 OpYavwTEG TWV gival eKei. Kpion:
(n kopTTiva)
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10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

BAéTTw TOV

(o drjpi0g)

Tpayoudw yia Tov

(0 XopeuTAc)

O1 pivapédeg diapdpwv

(n potévTa)

MeTa&u Tou Kal Tou BIXTUOU...
(To d6pU)

O givail o1 idleg pe TNV augicon
Tou lepuavou.  (n apBuha)

To BpiokeTal ekei.
(To TTépTI)

Ta kopdovia TwV

(n mT¢apa)

To ayopi gival HeTAlU Twv

(n kapékAa)

BAETTW TOUG
(o ToGuIKOG)
To peppaiv Tou gival apyo.
(o apavég)
@) BpiokeTal eKei.
(0 KPOKABEIAOG)

To gival atrao.

(To TTOUAGRBEP)
MeTagu g Kl TOU TTaTTTTOU
TOU...

(n yiayid)

O BpiokovTal €Kei.

(o pemropTEP)
O Ba £xouv PTTAE XpwHa.

(n oakoUAa)
H xprion Twv

(n BeAova)
@) BpiokeTal ekei.
(0 6¢Ig)
Ta apxicouv.
(To parg)

275

Kpion:

Kpion:

Kpion:

Kpion:

Kpion:

Kpion:

Kpion:

Kpion:

Kpion:

Kpion:
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Kpion:

Kpion:



27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

H dnuioupyia dlagdpwv

XWPIWV...
(n ouaTada)
Ta gival yaAddio.
(To TTOUAGBEP)
BA£TTW TOUG
(0 uTépuaxog)
H BpiokeTal eKei.
(n xapadpa)
BAéTTW TOV
(o uttK00G)
H ATav oduvnpr.
(n TTayida)
0] apyicouv.
(n wouppoupa)
BAETTW TOUG
(o utTAKOO0G)
@) apxicel.
(o ToduIKOG)
@) OTEKETAI EKEI.
(o atréaToAog)
Ta peppaiv Twv gival apya.
(o apavég)
O gemmopTiouv eUKOAQ.
(n KoTTéAQ)
BAéTTW TOV
(o eTTioKOTTOG)
H €ival eKei.

(n BeAova)

H TwAnon Twv KaAwv

(n TTpaudTEI)

MpoKeITal yia Toug

(o AaBpépTTopog)
O gival duvaTog.
(o Térayog)
O BpiokovTal eKei.

(n AapTrdda)
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45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

BAéTTw TOV

(o TPpayéAagog)

Me ToVv

(o pu6dIaTPOg)

H EupwTn BpiokeTal aTnv
MEYAAWV aTTOPACEWV. (n TPOXIA)

Mia peTakivnon Twv

(n puoolva)

To OTEKETAI EKEI.
(To TTadi)

H mmapdtpuvon Twv GAAwv

(0 kaeTCAg)

H UTTAPXEI.
(n kopTriva)

O TOou ouyypagéa diaBadovTav
atTd Aiyoug...  (n vouBéia)

To gival €dw.
(To ATap)

Maipvw ypduuara atrd tnv Hou.

(n popd)

To Eipog eival JETAEU Twv

(n apBuAa)

BAéTTw TOV

(0 KaQeTZAQ)

0] OTEKOVTAI EKEI.
(n apkouda)

H apkouda Kolpdral ueTagu Twv

(n TTayida)

Ta KAipata Twv oTa
TTAVETTIOTAMIA...

(n HoupuoUPQ)

O atroKAEIoPOG HeEYGAwY ™mg
KOIVWVIQG... (n pepida)

BA£TTW TOUG

(o d1GkoopOG)
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62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

AkoUw TOV

(o BapuTtovog)

o OTEKETOI EKEI.
(o petropTeEP)

EkT66 atmd Toug UTTAPXOUV Kal Ol
ITTTTOTTOTAUOL. (0 KpoKGBEINOG)
2710
(To Tawi)
H Kal Ta GAAa oikodopnuara...

(n potovta)

MeTagu Tou Kal Tou
MNXAVIOUOU...

(TO EKKPEPEQ)

O Ola@Epouy.
(n KouATOUpPQ)
MeTagl Twv
(o TTaTTOUTOAG)
AkoUw TOoUug

(o d1BUpappog)

H yuvaika Kevtd TNV €TIOEPUIdA TWV

(o poucaudg)

BA£TTW TOUG
(0 dAuI0g)
@) gival ekei.
(0 poItnTAg)
MeTagu Twv otnv EupwTng...
(n kouATOUpPQ)
2TOUG
(o utrévouog)
O OTn XWpEa Jag cival atagikég!
(n kotréva)
MeTagu Twv

(o Bayevag)

2TV

(n Go@aATOG)
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79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

O BpiokovTal €Kei.
(n puoolva)

MeTagu Tou Kl TNG XopeUTpPIagG. ..
(0 xopeuTAg)

O1 pwvég Twv Mag gival duvaTég.

(n popa)

To xudaldTNTA TWV AAAWV eivai

andlaoTIKO. (n kapTTavia)

BAéTTW TO
(To pTTOUpI)

MeTagu g Kal Tou Kapdiou...

(n okArBpa)

H puBuion Twv KIvnTWv

(n Bupida)

O BpiokovTal €Kei.

(n cautravia)
BAETTW TOUG

(o o1réVdUAOG)

To dpxIoe.

(To oupBav)
Ta BAEupaTa TWV MOG...

(n yiayia)
BA£TTW TOUG
(o atréaToAog)
H €ival eKei.
(n Bupida)
MeTagu Tou KAl TOU TTEAQTN...
(o TagITgig)
O1 TTPOOTITIKEG TWV
(n koTTd@va)

H OEVTPWV gival eKEi.

(n oucTada)
To KpiBnke TTOAU vwpig atd 1o

TTPWTO PEPOG.  (T0 parg)
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96 H BpiokeTal eKei. Kpion:

(n Thag)
97 Kard Toug NG AUEPIKNG... Kpion:
(o eTTioKOTTOG)
98 MeTagl Twv auTou Tou Kpion:
ouyypagea...
(n vouBéAa)
99 MNa Toug Kpion:
(o TUpavvog)
100 H Qaivetal eydaAn. Kpion:
(n Hepida)
101  Ta yeyédn Twv Kpion:
(n kapéToQ)
102  Ta dovTIa TWV Kpion:
(n apkouda)
103 BAémmw TOV . Kpion:
(0 KOPPWTAG)
104 MeTagu Tou Kal TwV OEVTPWV... Kpion:
(To BiBapr)
105 O BpiokovTal eKei. Kpion:
(n kporTida)
106 O MupiCouv... Kpion:
(n KOASvIQ)
107 H diaxeipion Twv dnuoaiwyv Kpion:
(o kopBavdg)
108 O1 pupoudid Twv Kpion:
(n KOAGvIQ)
109 O yiatpdog BAETTEl TO . Kpion:
(To TTadi)
110 O @aivovTal JEYAAEG. Kpion:
(n AakkoUBa)
111 BAémmw TNV . Kpion:
(n okArRBpa)
112 O UTTAPXEI. Kpion:
(o AaBpéuTtTopog)
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113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

‘Evag a1 Toug dUo

Motpia Twv dIa@opwv

(n oapTtavia)

o givar edw.
(o oTTéVdUAOG)

To ot BpiokeTal HETAEU TWV

(n xapadpa)

O1 AeTTTOpéPEIEG VIO TN

(n Sikn)
BAéTTW TOV
(0 poiTnTAQ)
To UTTAPXEL.
(To ©6pu)
MeTagu Tou Kal Tou Tpatrediou...

(To TOWI)

(o podioTpog)

H BpiokeTal eKei.
(n KopékAa)

H d1a@nuIoTIKN yia 10
TTatrouToId...

(n kapTTévia)

Ta apyicouv.

(To GpTI)

Ta pey€dn Twv

(n AakkouBa)
Ta wdpia oto
(To BiBapr)
H gival eKei.

(n TTpaudTeia)

BAéTTw TOV

(o TratTouToNG)

2€ avTiBeon pe TOug KAGOGIKOUG

(o kAiBavog)

210V

(o kopBavég)
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130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

MeTagu Twv

(n kpoTida)

H QaiveTal PEYAAN.
(n mT¢aua)

MeTagl Twv

(n TaBépva)
MeTagu Tou Kal Tou TpatreCiou. ..

(o pouoapdg)

H BpiokeTal eKei.

(n kapdToQ)

To Tpateddki ival JETagU Twv

(o kavatrég)

O gival eKei.
(0 KOUHWTAG)

H givar peydAn.
(n TPOXIA)

H gival oAuepa.
(n Bikn)

O mavioTag TTAAICIWVOTAV E TPEIG

(o BapuTovog)

AKOUW TOUg
(o TaTayog)
MeTagu Twv
(n oakoUAQ)
MeTa&u Tou Kal Tou Tpatrediou...

(o Bayevag)

O1 GAAOI KTUTTACOE TOUG

BaBuTtepa.
(o Tdooahog)
BAéTTW TOV
(o TUpavvog)
O BpiokovTal €Kei.

(n TaBépva)

H ayopa Twv

(n Aautréda)
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147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

©a kouBaiouoca Tov MOvOG.
(o kavaTrég)

O1 yopeéc Twv

(n ayida)
Ta ovouata Twv
(n koTTéAQ)
MeTagu Tou Kal TNG KapdIAG...
(to ATTaP)
MeTagl Twv
(n apéva)
@) gival eKei.
(o TTdooaiog)
2TOV TTAQOTIKO OnNUAvTIKWV
MVNMEIWV... (0 S1GKOGHOC)
BAETTW TOUG
(o TpayéAagog)
H YiVETQI XWHATOBPOUOG.
(n dopaATog)
H BpiokeTal eKei.
(n apéva)
@) UTTAPXEI.

(o d18UpapPog)

BAéTTw TOV

(o uttépuaxog)

Ta Tagid Twv

(0 TagiTgng)

H BpiokeTal eKei.
(n ayida)

Ta Tm6dI0 TV gival KovTd.
(n koTQ)

Mmnpapo cog! Tehevdoate! oAb cog gvyapioTovpE.
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APPENDIX D

RUSSIAN FIRST PERSON SINGULAR NON-PAST GAPS

Halle (1973) claimed that approximately 100 Russian verbs have paradigmatic gaps in
the first person singular non-past, but he did not provide a list of these gaps. Based on a

systematic search of the online version of Ozegov (1972),'"

a less thorough search of
eight other major Russian grammars and dictionaries (Avanesov 1983, Barxudarov et al.
1963, Graudina 2001, Okuntsova 2004, Rozenthal 1966, Svedova 1982, Ushakov 1974,
Zaliznjak 1977), and miscellaneous other sources, Maria Alley, Bryan Brookes and I
were able to identify sixty-nine such words, after collapsing perfective and imperfective
pairs, reflexive and non-reflexive pairs, etc. These words are given below. Where two
words are given in the same cell, each was listed as having a gap, independently of the
other. Other Russian words which share the same root, but which are not listed here,
should not be assumed to have regular first person singular non-past forms. The correct
interpretation would be that there is not enough information provided in the dictionary
entries to know whether such forms have gaps.

The status of some of these words as first person gaps is questionable because it is
doubtful that a person would have reason to use the first person singular form to any

significant degree. For example, I would not expect wenecmems / Selestet” “to rustle (of

leaves)’ to appear in the first person singular for purely semantic reasons, and without an

195 http://starling.rinet.ru/cgi-bin/main.cgi?root=/usr/local/share/starling/morpho&morpho=1
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expectation that there should be a form, this example would not meet the criteria for a

paradigmatic gap. Nonetheless, only a few examples may be explained in this way, and

all of the most commonly cited gaps are semantically plausible, even likely, in the first

person singular. For the sake of completeness, I provide here all of the words which the

sources listed as having first person singular gaps, regardless of potential semantic issues.

The forms marked with a v were listed as having first person singular non-past

gaps in at least five sources. On average 2.9 dictionaries listed any given gap (median 2).

WORD TRANSLITERATION | GLOSS

1 0acuTh basit’ ‘to speak or sing in a deep voice’

2 OneTh bdet’ ‘to keep watch’

3 00pO3IUTH borozdit’ ‘to furrow’

4 O0y3uTh, HA0Y3UTh buzit’, nabuzit’ ‘to protest’

5 BBI3BE3IUTH vyzdvezdit’ ‘to cover with stars (??)’

6 rajjieThb, 3aranaethb, | galdet’, zagaldet’, ‘to make a hubbub’
MOTaJIeTh pogaldet’

7 T'BO3IUTH gvozdit’ ‘to hammer’

8 THYCUTh gnusit’ ‘to speak in nasal tones’

9 rOJIOCUTh golosit’ ‘to yell’

10 IpE3UTH grezit’ ‘to dream’

11 T'YJIETh gudet’ ‘to honk’

12 nep3uTh, Haaep3uTh | derzit’, naderzit’ ‘to be imprudent’

13 ny0acuTh dubasit’ ‘to beat’

14 OyIeTh, moayaeTh, | dudet’, podudet’, ‘to play the pipe’
MPOaYJIeTh, nyauTh | produdet’, dudit’

15 CJI03UTh elozit’ ‘to go crawling about’

16 €PYHIUTb, erundit’, naerundit’ | ‘to do stupid or funny things’
HACPYHIUTh

Continued

Table 63: A potentially complete list of the Russian 1% person singular non-past verbal gaps
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Table 63 continued

WORD TRANSLITERATION | GLOSS

17 KEJITHUTD zeltit’ ‘to turn yellow’

18 3aCTUTh zastit’ ‘to stand in someone’s way’

19 | \ | 3arMuth, 3aTMHThCS, | zatmit’, zatmit’sja, | ‘to eclipse’
TMUTh tmit’

20 3YIETh zudet’ ‘to itch’

21 Kalpu3uTh, kaprizit’, ‘to be capricious’
KapU3UThCS kaprizit’sja

22 KOJIECUTD kolesit’ ‘to go/drive around’

23 |\ | xyzmecurs, kudesit’, nakudesit’ | ‘to do magic’
HAKY JICCHTh

24 KY4YUTh kucit’ ‘to earth up (??)’

25 JaIUTh ladit’ ‘to get along well’

26 Ja3UTh lazit’ ‘to climb’

27 11e0e3UTh lebezit’ ‘to fawn’

28 JIUCUTh lisit’

29 JTUXOPATUTh lixoradit’ ‘to have a fever’

30 JSIM3UTh, cAM3UTh | ljamzit’, sljamzit’ ‘to steal’

31 JSTCUTD, casincuTh | ljapsit’, sljapsit’

32 MEp3UTh merzit’

33 MYTHTb mutit’ ‘to stir up’

34 HYJUTh nudit’ ‘to compel’

35 00e31ecuTh obezlesit’ ‘to deforest’

36 00€e3II01IagUuTh obezlosadit’ ‘to steal a horse’

37 00eccMepTUTh obessmertit’ ‘to make something immortal’

38 00JIeCHUTh oblesit’

39 00pyCHTh obrusit’ ‘to Russify’

40 00yp>Kyas3uTh, oburzuazit’, ‘to make bourgeoisie’
00ypIKya3uThCs oburzuazit’sja

41 OTYYJIUTh otCudit’ ‘to alienate; to estrange’

42 |\ | ouyTnThCS ocutit’sja ‘to find oneself; to come to be’

43 OIIyTHTh oScutit’ ‘to feel’

44 MapyCHTh parusit’ ‘to sail’

45 nepeyoeuTh, pereubedit’, ‘to change one’s mind’
nepeyoeuThes pereubedit’sja

286

Continued




Table 63 continued

WORD TRANSLITERATION | GLOSS
46 |\ | mobemutn pobedit’ ‘to win’
47 MOTAIIJIETh pogaldet’ ‘to make a lot of noise’
48 NOTYYIUTh potcudit’ ‘to behave in a weird way’
49 npeayOoenuThb predubedit’ ‘to be prejudiced (against)’
50 IPETUTH pretit’ ‘to sicken, to nauseate’
51 MPUIOTUTHCS prijutit’sja ‘to find shelter’
52 MTBUIECOCUTD pylesosit’ ‘to vacuum’
53 pa3yb6enuTs, razubedit’, to dissuade (from)
pa3yoenuThes razubedit’sja
54 |\ | peicuTh, 3apBicuTh, | Tysit’, zarysit’, ‘to trot’
MIPOPHICUTH prorysit’
55 COOHINTH sbondit’
56 COpEHINTH sbrendit’ ‘to go crazy’
57 | COCEINTH sosedit’ ‘to be a neighbor’
58 |\ | ybeauTs, ubedit’, ubedit’sja, | ‘to persuade’
yoenuthes, 6enuth | bedit’
59 yro0O3uTh ugobzit’
60 Yropa3auTh ogorazdit’ ‘to urge; to make (do s.t.)’
61 |\ | ymunocepaurts, umiloserdit’ ‘to take pity on’
YMHJIIOCEPAUTHCS
62 dbopcuth forsit’ ‘to swagger, to show off’
63 YaanTh ¢adit’ ‘to smoke, to emit fumes’
64 YTHUTh, IIOYTUTh Ctit’, poctit’ ‘to honor’
65 |\ | uymecurs, cudesit’, nacudesit’ | ‘to do magic’
HAYYICCUTh
66 | \ | 4ymuTh, HAYYIUTE cudit’, nacudit’ ‘to behave in a weird way’
67 |\ | menecrers, Selestet’, zaSelestet’, | ‘to rustle (of leaves)’
3alleNeCTETh, poselestet’,
TIOIIENIECTETh, proselestet’
MPOIIETIECTETh
68 LIEPCTUTD, Serstit’, pereSerstit’ | ‘to irritate (of a garment)’
NepenIepCTUTh
69 | v | mxoguTs, $kodit’, naskodit’ ‘to misbehave’
HAIIKOJIUTh
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APPENDIX E

SURVEY INSTRUCTIONS AND STIMULI: RUSSIAN GAPS

E.1. Instructions as they were presented to subjects

JloOpo moxanoBatsh! B maHHOM SKCTIEpUMEHTE MBI 33/1aJIUM BaM HECKOJIBKO BOTIPOCOB O
TOM, KakK Bbl UCII0JIb3Y€TE PYCCKUM SA3bIK. DKCIIEPUMEHT COCTOUT U3 ABYX 3aJaHUM.
UT0oOBI MPOAOIKUTH, HOOKMHUTE HA JIIOOYIO KIIAaBHIITY.

3amanue 1: Hackoibko XOpOIIIO BBl 3HAETE 3TO CIIOBO?

B sToM 3amaHuu Bbl yBUIUTE Ha SKpaHE CJIOBO KpacHOro LiBeTa, Hanpumep ,,Ilpuser”.
Baa 3agaua — onpenenurs, HACKOJIBKO XOPOLIO BbI 3HAECTE 3TO CJI0BO. Haxxmure Ha
J00YI0 KJIaBUIY, YTOOBI IPOJOJIKUTH HHCTPYKIHH. .

Bb1 Takxke yBuaute nudpsl cuHero nseta ot 1 1o 6:

6=51 yacTo UCMONb3yI0 3TO CIOBO.

5= uHorma UCIOJIB3YIO 3TO CIIOBO.

4=51 ncnonp30Baz(a) 3TO CIOBO BCETO Mapy pas.

3=5 Buzen(a) 3TO CIOBO, HO caMm(a) €ro HE UCIIOIB3YIO.

2=5] Mory yrajarb 3Hau€HHUE CJI0OBA, HO HUKOTJa €T0 HE CIIbIIIa(a).
1=51 He 3HaIO 3TO CIIOBO.

HaxxMuTe Ha KJIaBHITy ¢ HOMEPOM, COOTBETCTBYIOIMM Ballleii OI[eHKe TOr0, HACKOJIBKO
XOPOIIIO BBl 3HAETE CIIOBO KpacHOro nseta. Ilocrapaiiteck oTBeuaTh Kak MOXKHO CKOpee U
OyabTe Kak MOXKHO Oosiee BHUMATEIbHBI ¥ TOYHBI B cBoMX oTBeTax! Hakmure mobyro
KJIaBHIIY, YTOOBI IPOJOKUTH HHCTPYKIIHY. .

VY Bac OyJeT BO3MOKHOCTh BBIIIOJIHHUTH J1BA TPEHUPOBOUYHBIX YIPAXKHEHUS, YTOObI
IIPUBBIKHYTH K OTOM OLICHOYHOM LIKaJIe. B mepBoM ynpakHEHUM Bbl YBUJIUTE ITOJIHOE
OINMCaHMe Kax 0¥ Lu@pbl B IKaie. Bo BTOpoM Bbl yBUANUTE COKPALLEHHbBIE OMUCAHMSL.
I'otoBeI? HaxkmuTe m00y10 KIaBHIy, YTOOBI HA4aTh EPBOE TPEHUPOBOYHOE
yIpaxHeHue!
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JaBaiite noTpeHupyemcs!

Hackonbko X0poI11o Bbl 3Ha€TE 3TO CIIOBO?

6=51 4acTo HCMONB3YIO 3TO CIOBO.

5= uHorAa UCIOJIB3YIO 3TO CIIOBO.

4=5] ucnonp30Bas(a) 3TO CIOBO BCETO Mapy pas.

3=4 Buaen(a) 3TO CIOBO, HA cam(a) €ro HE UCTIOJB3YIO.

2=5] Mory yrajatb 3Hau€HHUE CJIOBa, HO HUKOTJA €T0 HE CNbIIIa(a).
1= He 3Ha10 3TO CIOBO.

Momnogen! X cexyna Ha oauH oTBeT. [locTtapaiiTeck oTBeyaTh ObICTpEE!

Bbl 3ax0HUMIIN [TEPBOE TPEHUPOBOYHOE ypakHeHue. [IoMHuUTE, 4TO BO BTOPOM
YIPAKHEHUH OLIEHOYHAs IIKaJIa OCTAETCS TOU XK€E, HO OIMCaHUs, KOTOPBIE Bbl YBUINUTE
cokpaineHsl. ['oroBsl? Haxkmure m100y10 KiIaBuIily, 4ToObl HAUaTh BTOPOE
TPEHUPOBOYHOE YIIPAKHEHUE.

JaBaiite noTpeHupyemcs!

Hackonbko Xopo1i1o Bbl 3HAa€TE 3TO CI0BO?
Hcnons3yto ero? 4=napy paz 5 6=4vacto
3Haro ero? I=ne 3Har0 2 3=3Ha10

Monogen! X cexyna Ha ogun oTBeT. [locTtapaiiTeck oTBeyaTh ObICTpEE!

Bbl 3akoHYMIIN TPEHUPOBOYHBIE YIIpakHEeHUs. Eciin y Bac ecTh Kaku-TO BOIIPOCHI,
3ajjaiite ux screpuMeHTaropy. ['otoBs1? Haxkmure m100y1o KiaBuIlly, YTOObI Ha4aTh
AKCIIEPUMEHT.

ITo3apasnsem! D10 KOHEN epBOIl YacTH 3KcniepuMeHTa. Bol BbmonHum 25%
skcniepumMenTa. [loxanyiicra, oTnoxaute. Korma 6ynere roroBbl IPO0IKATh, HAKMUTE
T00YI0 KIIaBHILY.

3aganue 2: HazoBure ciioBo
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B 37011 yacTH 3KCIIEpUMEHTA BBl YBUINTE MPEUIOKEHHUE C IPOIYCKOM, HAITUCAaHHOE
3€JICHBIM IIBETOM: ,,fl oueHb  s1670ku”. [locme Toro, Kak Bl MPOYNUTAETE ITO
NpeUIoKEHNE, HAXKMUTE JI00YI0 KIaBHIY U HA SKpaHe MO/ NMPEI0KEHUEM TTOSBUTCS
CJIOBO KpacHOTO IBeTa: “moouth”’. HazoBUTE CIOBO KpaCHOTO 1IBETA B MPABHIIbLHON
¢bopme, He0OXO0AUMOIA, YTOOBI 3aMTOTHUB MTPOIMYCK B MPEIOKEHUH: ,,5 1100110 10I10KK”.
[TocrapaiiTech OTBE4aTh Kak MOYKHO CKOpee U OyJIbTe Kak MO>KHO O0jiee BHUMATEIbHBI U
TOYHBI B cBouX oTBeTax! Haxxmmure mo0yro KiIaBuIly, YTOOBI YBUIETH MPOJIOJDKCHHE
UHTCPYKIHHU...

[Tocne Toro, kak Bbl HA30BETE HYKHYIO (POPMY CI0BA KPACHOTO LIBETA, BbI JOJIKHBI
Oyzaere BBECTH YHCIIO, OTPaXkarolee TO, HACKOJIBKO BbI YBEPEHBI, 4TO (hopMa, KOTOPYIO
BbI TOJIBKO YTO Ha3BaJIM MpaBUiIbHA. BBeauTe O0MbIIOE YNCIIO0, €CIIN BBl YBEPEHBI B
NPaBUIBHOCTH JAaHHOM (YOPMBI U MaJICHbKOE YHCJII0, €CIIH BBl HE YBEPEHBI B €T0
MPaBWJIBHOCTH. Ba’kHO HE KOHKPETHOE YMCII0, KOTOPOE BbI BBIOEPETE, @ OTHOCUTEIbHbBIE
3HA4YEHUs1, KOTOPBIE BBl AATUTE PA3JIIMYHBIM CJIOBaM 10 CPAaBHEHMIO JPYT C IPYrOM.

Ecnu BbI BABOWHE YBEPEHBI, YTO BTOPOE CIOBO MPABUIIbHEE, UEM NIEPBOE, BBEUTE YUCIIO,
KOTOpO€ B J1Ba pa3a Oosblie. Ecnu Bol B 1Ba pa3a MeHee YBEpPEHbI, BBEIUTE YHUCIIO B /1BA
pa3a MeHbllIe U T.J1. Bo BpeMs skcrieprMeHTa, BaM MOKET M0Ka3aThCsl, YTO Ballla IIKaja
MEHSIETCS ¥ YTO Bbl 3a0BUIM, UTO BBl TOBOPUIIM paHblie. [Toctapaiitech He 1ymaTh 00
3TOM. BbI MOXeTe BBIOJHUTH 3TO 33JaHHUE Topa3zo Jdyullle, 4eM BaM Kaxercs! Ecnu y
Bac MOSBUIINCH KaKue-TM00 BOIIPOCHI, 3a/1aiiTe uxX skcnepumentaropy. Haxmure mobyro
KJIaBUIIY, KOTJ1a OyJieTe rOTOBbl HaYaTh TPEHUPOBOYHOE YIIPAKHEHUE.

JlaBaiite noTpeHupyemcs!

HazoBuTte cioBo B popme, He0OX0IUMOM 151 3aMOTHEHHSI IPOITYCKa B MPEII0KEHUH.

Momnogen! X cexyna Ha oguH oTBeT. [locTapaiiTeck oTBe4aTh ObICTpEE!

Hackonbko BBl yBepeHBI, 4TO 3Ta (hopma cJIoBa MpaBuiibHa?

BbI 3aKOHYHITN TPEHUPOBOYHOE yTpakHeHHe. Eciii y Bac MosIBUIINCH Kakue-1r00
BOIPOCHI, 3ajjaiiTe UX 3KcnepuMeHTaTopy. ['orosl? Haxkmure mo0yro KiiaBuly.

[Toznpasnsiem! Bol Bemnonnunu 50% skcnepumenta. Monoaen! [loxanyiicra,
otnoxuuTe. Korma Oyiere roToBHI MPOI0JDKATh, HAKMUTE JIFOOYIO KIIaBHIILY.

290



Konen skcniepumenTta. Cracu6o 3a Barie yuactue. [loxxanyiicra, HaiiauTe

IKCIIEPUMEHTATOPA U TIOTYUYUTE Y HETO (Hee) KOMIICHCAIIHIO 32 YYaCTHE U 00BICHEHUE

acknepuMenTa. Jlo ceuganus!

E.2. Stimuli

Russian word
by3uTh
3MJICHANUTH
MYpacHThb
HaJIMOXXHTh
320€UUTHCS
BCTPYYHTh
OT'YPHTh
3a0yHHTH
OypBatb
CIIETOBBIBAThH
qycaTh
3UJIETh
MHETHUPOBATh
I0TaTh
¢byratp
npaxaThb
CIIaBaTh
ry4aTh
CHBHYTh
MHTh
CKYpPETh
NpUBaTh
MOHUTH
CBHMATh
CIIyTaTh
HaBaTh
KyXHYTh
3aIIUTHTh
CTPYCHUTH
IPY3HUTh
KPSIXTETh
NPEBO3HOCUTD

XOJIUTH
TOPMO3UTh

Russian sentence
Tsl Bce Bpems iyelibes U !
Onu HaBepHsKa 3aBTpa

OH K HEel MOCTOSHHO IEIISIETCI U ee.
Korna BeI kynute g0M, 0053aT€IbHO ero.
Ecnu onn , 1 HAKQXY HX.

Mei noiiiem B kae 1 3TO 3aJjaHUE.

Ber | ecnm yBugute ee?

Tel3aBTpa  MHE KHUTY?

Mp1 Bceria OTAbIXaeM U 1ocie paOoThI.
Korpa b1 noma, Tei cam  ?

Ona  Kaxzblil pa3, Korjaa npuxoauT CloAa.
_ MOXHO ¥ JI0OMa, HO JIy4llle Ha Jlaye.

V¥ Hac B ropoze ceiiyac 4acto

Koraa y Bac ectb Bpems, Bbl yacTo __ ?

UYro bl TYT cCUAMIIB U ?

Omnu Bcerna 3BOHAT APYT APYTY U
3aBTpa MBI BCE, UTO CMOXKEM.

Bl , xorza Bam ctpamrHo?

OHu _ , ecliu UX MOIMPOCUTH.

Korna ona 3BOHUT, MBI Bce

Tel _ co MHOI nocne3aBTpa?

Beb1 31eck pabotaere wmm 7

Kak Tonmbko oH mpuener, cpazy .

OHM _ , TOJBKO KOTJIa crieniar.

Xoture M1 ?

TeluacTo  , KOrjJa MmyTelecTBYyeIb?

Ona  dyepe3 ;Ba JHS.

Krto emy nomoxer, kroero _ ?

He nobowmbes ero, He  ?

Komaem. . Bo3um.

3puTtenu MOKauIMBAIOT,

JKeHmuHbI J1I00ST CKPOMHBIX MYXYHH,
CKPOMHOCTb.

Korna ects Bpemsi, Mbl B Te€aTp.
[lyTun Benen npaBUTENbCTBY  UHQUISLIMIO.

MY’KCKYIO
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OIIOBECTUTh
3aBHCETh
BBIIISITUTE
OIYCTHUTh
HAMETHUTh
MPOLETUTD
ITYKaTypUTh
JepKaTh
CKaHJIAJINTh
COKAaHOMMTH

OCTPOCIJIOBHUTD

pa3penuTh
YTEIUIUTh
KyXapHTh
CaHIAJIUTh
CMOPIIUTHCS
TapaTopUTh
HaIBUIATh
MBICJTUTh
TapabaHUTh
ne0OINPUTD
rpyOuTh
MOJICTTUTh
MOJTUTHCS
XpabpHuTbCs
00001IIUTE
COCKOOJIUTH
MTOMHUTH
MIPULICHUTHCS
TapUTh
TapaHUTh
XaJITypUTh
T'YTHUTh
npuodpectu
TBIPHY Th
MUTHYTb
TasITh
TOJIKHYTh
KyKOBaTh
MIPOIIOPOTH
CIypeTh
Xararb
HAIIUTh
KaTHAYIATh
BaXHUYATh

Ecnu uTo-TO ciayuutcs, Mbl Bac cpazy .
310pOBbE _ OT COCTOSTHUS AYUIH.

BbeiBaer oOuantes,  TyO0y, MOJYHT.

Ecnu yto, BRI MeHs mopaHblie?

[Tnan coctaBuMm ceifuac, a cobpanue  Ha Mai.
Jlyk noxapuuib, a OyJb0H 10 OCBETJICHUS.
Kpacum, 6emum,

Cxonpko MOkHO? Bbl Hac 3a uanotoB  ?
Onne  ,amnporecryer!

Bor  neHer, U B OTIYCK CHE3UILIb.

OH Bcerja 4to-To pacCKa3bplBaeT,

A eciii MBI IONIPOCUM, MaTh _ HaM MOTYJISATH?
K 3ume aBTOOYCHI OTPEMOHTHPYIOT U

Tel 1 B toMe yOupaems u

Cugutu _ mou.

C rogamMu Koka ToCTapeeT u .

Ona MHOTO TOBOPHT, 0e3 YMOJIKY.
Ceityac ipuenyT ¢ Jauv,  Besje!

[loueMy MBI 4yBCTByEM U TO-pa3HOMY?
Ilepecranp !

OH HE CKBEPHOCJIOBUT U HE

[ToueMy ThbI IpepeKacmIbCs U B3POCHbIM?
Hapaii  s1070K0 MOPOBHY.

MpI X0oUM B LIEPKOBb U 4acTO .
TerBce  , HajeembCs Ha 4y 0.
OHM BCTpETATCS. U CBOM HAOJIOACHUS.
C KapTHUHBI BEPXHUM CJI0M KPACKU U yIUBUIILCS!

Bl | yTO ¢ BaMu npou3ouuo?

CHauana y3Haelllb, IJie KyIIUTh BBITOJHO,
OH ee OanyeT, 4yacTo _ MOJAAPKHU.

MammHa BbIe3)KaeT Ha JIOPOTY U JIEPEBO.

MBI HUKOTIa HE , BCE JIEJIa€M Ha COBECTb.

O 4eM ero He CpocHlllb, OH Bceraa

Bor  mamuHy, Hay4MIIbCS BOAUTH.

Kak on orpearupyer?  HOXOM?

YBUAMIIb €ro, TOPMO3HEb,

BecHa, Bo 1Bope  cHer.

UTo NpoucxXoamT, UTO _ JII0JIed Ha MpecTyIIeHUe?
TummHa. Tonbko rae-To Boamu  KyKYIIKH.
Ecnu Bopyr  koJieco, O3BOHMILIb MHE.

Bynewm cuzners Ha OTHOM MecCTE, II0KAa HE .

Bpw1 ke y mpoctoro Hapona Bopyere u !
Beictpo  u mpoaatk MHOro py0ariek—TrpyIHo.
TheI ke Bce BpeMsl _, BCErO JKajeellb.

Omna BCIO )KM3Hb 3a3HaeTcs,
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BO3paXkaTh
BKJICHBATh
J0CaX/1aTh
3a0pakoBaTh
3aMep3HYTh
CKy4aTh
HaBJICKATh
HAJIMHOBATh
000xaTh
KOYCHETh
OKPOIUIATH
nopyvarb

IOBOPKOBATH

MMOJABIISTH
MoJIpakathb

MPEBKYIIaTh

peBETH
XasTh
CIYTHYTh
YUXHYTh
cOOJITHYTh
BEPHYTh
3aTKHYThCS
PBaHYThH
3a0LITh
Me€IaTh
BIIUSTH
BHYIIATh
BKYIIIATh
BOIIHATH
MIPOMOKHY Th
BBIOBITH
OJIeqHETH
MEIIKATh
JIOBJIETH
[bSHETD
YOKAThCS
MYKaTh
BETIIATH
M3y4aTh
OTPHILIATH
BOILIOIIATh
HMCKaXaTh
3aTUXaTh
3aTOJIKATh

ME1 He MPpOCTO COMHCBACMCH, a KaTCTOPpUICCKU

Ceituac B mpoe3Hoit 00bidHO  (oTorpaduro.
PexiiaMa OTHUMaET BpeMsl U 3pUTEIISIM.

OH 3TOT MPOEKT on00puT Ui ?

Eciu | HajeHere mianky.

O nome mymaemisb? HeOOCH?

PaGoraeT OH 110XO0,

51 mepenuIry CTUXOTBOPEHHE, €CITM ThI ___ OyMmary.
Oma Jr00UT ClaIkoe, MPOCTO  HIOKOJIAJ.

Tak X0m0AHO, HOTH POCTO .

OH OepeT cBITYIO BOAYy, €l peOeHKa.

Ecnu TEI sto Hune, oHa Bce caemaer.
CobepyTcst MapoyKh: MOCUJIAT,
OHa He pearupyer, CBOM YyBCTBa.

Omna GepeT npumep ¢ MOJAPyru,  eu.
Bce xayT, ¢ HeTeprienneM  delepBepK.
Ona cuJIbHO paccTpauBaeTcs,

Hpyrux  n;erko!

He nonxomnu 6nusko k ntune, !
Ecnmon |, 3HauuT npaBay roBOpUIIb!
OHu He IPOroBOPATCS, HE  JIMIIHET0?
Ecnu Haiinem Bamry KHUTY, 00s3aTeIPHO
Korpa b1 kakoneny 7

bpomry Bce, ~ Ha mope!

Brl cnenaete To, yTo obemanu, He  ?

Jetn 6eratloT 1 B3POCIBIM.

Brl pabortaere c Heil 1 HA Hee

Wnes 5Ta MHE HEe HpaBUTCS, HE  JTOBEpHUSL.
OHM THMKYIOT,  TJIOZBI CBOETO Tpy/Ja.
OHu KanyroTcsl, K HEMY.

Ecnu He Bo3bMelIb 30HTUK, !

Ecnu 3aboneere, W3 COPEBHOBAHMS.

On Bcerna , KOI/1a BOJIHY€TCSl.
JlaBaii ObIcTpee, 4TO Thl ?
Emy He Beser, Hax HUM 3JI0U POK.

IIbeM MHOTO, HO HUKOTJA HE

Bynem rosoputh TOCTBL,

OH ObICTpO B3pOCTEET,

Wner Bpems, Ham jomMa

OHa yyuTCsl B MHCTUTYTE U XHUMHIO.
Yro OBl HM CITyYMIIOCH, OHHU BCEr/la Bce .
[lopa  MeuTsl B )KU3HB!

3ayeM Tel Bpellb,  (akThl?
3aKaHYHMBAETCA JICHb, BCE

Byneus conpoTUBIATHCS, MBI TeOs cuitoi!
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OllIaJIETh
JIOHMMATh
pa3Meniarhb
KO3BIPSTH
UrpaTh
€pPHUYATH
CTHpaTh
H3MEHATh
aTh
JKeub
MOUTH
MEP3HYTh
cOpUTH
KOJIbHYTh
cOaBIIATH
IHIATh
CHITIATh
XJIecTaTh
KyJlaXTaTh
MaxaThb
rmaxarb
IIECKaTh
IMOJIOCKATh
XHBIKAThb
OIILy THTH
3aIUTUTE
3aYUTHUTH
CITyCKaThCsI
Kararthb
o0eIuTHL
MMOCaaUTh
3aMeIUTh
pemarbes
KpoTiaTh
yOenuTh
HaXOIUTh
KOHYATh
KJIeaTh
JeP3UTh
CIJIa3UTh
KEep3UTh
MBIPHY Th
[IHAIATh
Oy3HTh
CTPYCHTD

Cxkounbko enpl!  MOXHO!

Eciu  w3xora, cxonuTe K Bpauy.
[IpuHumaem 3assBKH U OOBSBIICHHUS.
Wner mapan, BOGHHBIE  TE€HEpaly.
Korna cobupaemcsi, B KapThl.

He crout uu mnakatrb, HU .

Omna cama rotoBur, cama

OHa He TIO0UT My)XKa _ eMmy.

Ecnu xouemb, MbI _ Tebe 3TOT PUiIbM.
HenaBuxy, korma  Tpasy.
3aBTpa BCTAaHEM MOpaHbIlle,
HyuroTthl  TyT, 3ax01u!
[lepeonenemnbes,  Gopomy.
beiBaeT  cepaile U AbIIIaTh HEBO3MOXKHO.
[loe3q MunTCI M HE  CKOPOCTH!
[Ipoceimaenibes,  cebs 3a pyKy—HEYKelru COH?
____ 3aBapKy B YallHWK, 3QTMBAEM KHUIISTKOM.
TocknuBo. Ha ynuiie 10X 7b.

KBoxuyru  Kypsl BO ABOpE.

Ha PBIHOK.

Mumo mporuIbIBaeT Napoxo, Maccaxupbl pagoCTHO

Onu paboratot, Ha IOKJIAAas PyK,
Bokpyr tumuHa; THXO  TIpHOOH.
Korpa ropno 6omur, onero  ?
[oBopsT, 4TO BCE ACTH KOrAa-mubo .

Korna npuny nomoii,  orpomHoe obJerdeHue.

Kak Jiomazau.

Crnenaro Bce BO3MOXKHOE, cTpany!
Cnauana noem, NOTOM uX.
Brixoxy u3 n1oma, I10 JICCTHHIIE.

VY MeHs HACMOPK, KalulM _ KaKIblH JCHb.
Ecnu 3axouy, Bcex Bparop .

3aBTpa KyIUIIO U JIEPEBO.

3aBTpa __ BCE, YTO HAJO.

CoMmHeBaroCh, HE  KyNWUTH MallMHY.
Cuxy 32 KOMIBIOTEPOM,  CTaThlo.

Ecin nocrapatoce,  €ro B cBOEH MpPaBOTE.
Sl Bcerna  TO, 4TO HILYy.

Bece,  BamaTh Aypaka, HauMHaro paboOTaTh.
Sl ceiiyac HMYEro He  TAKMMM KJIETIKAMH.
S Bam He mepeuy M HE

He O6yny tebs xBanmuTh, aTO  emie.

S HUKOrZa HE OYIOChb M HE .

[Muksews, s Teb  HOXOM!

Cuxy Ha IIOJITHKE U TPaBKy .

Sl gacro kppuuym

Hu 3a yto He moGoroch u HE !
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¢by3uTh
00IHYTh
CHITIATh
3yICTh
CTYIUTh
MUTHYTb
XJIECTaTh
JIa3UTh
CY3UTh
0a3uTh
XasATh
omucraTh
cOpeHNTh
CCaJUTh
3MJICHIUTD
KYCHYTb
KyJaxTaTh
KOJIECHThH
3aBECHUTh
TOJIECUTD
KOJIJIOBATh
Maxarhb
JIaJIATh
CBHE3/INTh
HAJIUTh
YTKHYThCS
[axarhb
OUYyTHTHCS
OXOTHUTHCS
OpPETUTHCS
BJIMBATHCS
TYJIETh
TBEPIUTH
Iy JIETh
TOJIKHYTh
TPE3HTh
Ipy3UThH
TPE3UThH
BJIMITHY Th
IJIECKATh
MPUIOTUTHCS
MIPECHITUTHCS
KyKOBaTh
IT0JIOCKATh

IyJeTh

Korna MHe rpycTHO, s Bcerna

I'me  , Tam KpOBb MPOJIBIO.

HamomMuHaio o mpouiom,  COJIb Ha PaHbl.
SAue a0 1ebe 6eCroKoOCh.

Bapro saiina, ~ MX B XOJIOJHOU BOJE.
[TocmoTpro Ha T€Osi 1 .

Xouy IIATh U MOTOMY _____ BOJY.

B nmoxonp! HE X0Ky U IO ropaM HE
[logymarom  4MCII0 O03PEBAEMBIX.

Sl Bcerma BCTato U BO BpeMs.

Sl HUKOT1a HE )KAIYIOCh U HUKOTO HE .
Yu4ych mioxo, ycnexamu He .

S ckopo ¢ Bamu coBcem !

[Inature vin st Bac  Ha CIEAYIONIEH OCTaHOBKE!
BorBozpmy !

Hait, s xneba !

A , @ MEHsI HUKTO HE CIIyLIaerT.
S u ceiiuac IO CBETY.
3aBTpa KyIUIIO IUTOPHI U OKHO.

JleToM s oTABIXaro U
31 KaxxIbpId JeHb ragarno u

Croto Ha Gepery u pyKaMH.
Coceneit He0MIO0INBAIO, HE C HAMH.
3aBTpa MO3BOHIO U K Oa0yike.

Sl BcermacraBmo © BCE HAa MECTO.
____TOJIOBOM B IIOAYUIKY M 3aIuiady.

CaM 3eMJItO HE M HMYETO HE CEI0.
Pacrepsitoch, ecnmu B HE3HAKOMOM MECTE.
CaM Beny XO35HCTBO, cCaM .

Kak Tonbko npuny nomon,

YyBcTBYIO, B Balll KOJUIEKTHB.

Cuwxy,  cBouM Oacom.

HacrauBaro Ha cBoeM,  OJIHO U TO Xe€.

S no nyctakam He LIyMJIIO U HE
TonkHems MeHsl, 1 B OTBeT!

JyMmaro o HEM,  HasBy.

Cam _ , cam OTBOXY.

Korpa mens pyrator, 1

YyBCTBYIO, ceifuac B KaKyl0-HUOY/Ib HCTOPHIO.
Ortapixato Ha MOpPE, B BOJIE.

beiBano, ~ Ha ckameeuke, CIyIIAIO €€ pacCKasbl.
S em, moka HE .

Cunxy Tenepsb B opuce,

S cama ctupatou  Gernbe.

Ha posine He urpato u B AyaKy HE
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KPSIXTETh
XaIHY Th
PBICKATh
XHBIKAaTh
TBIKATh
BHHUMATh
ny0acuTh
nmpoOacuTh
MYpacHTh
MIPOITOPOTH
CTOHATH
TOJIOCHUTD
3aracHUTh
JIarnarh
€JI03UTh
3aCKOJIb3UTh
OMO3HTh
CIypeTh
MYTHUTh
BKATHUTh
HYTUTh
CTPEIBHYTh
1n1e0e3uTh
MIPOKA3UTh
pemMe3nTh
Xararhb
0acHuTh
BMECHUTD
BAaCHUTh
TYXHYTb
YaUuTh
PYAUTH
0aguTh
HAILUTh
IBO3JIUTH
B3BOJUTD
JIBO3UTH
BBDKATh
HYTUTh
CCYIIUTh
BIYHYTh
MBIJIECOCUTD

IMPEBO3HOCUTDH

3a4C€TrOCUTH
KaaHHU4YaTb

51 Bopouaroch u BO CHE.
Bynetr BO3MOKHOCTD, s

Ny xaury,  Besze.

Cuxyun .

3aKkpbIBAIO IVIA3a U B DKpaH.
CMOTpIO Ha HEro, XKaJHO _ €ro CJoBa.

Urparo rpoMko, mpocTo 1O KIaBUAType.
[To3BOHIO €My M1 TIO3JpaBJICHHUE.
Spenkocmxyum

Hy:xHo Oyzer, s ero mrThlkoM .

Jlexxy B KpoBaTU M1 OT Oouin.

Sl HUKOT1a HE KpUYy U HE .

byny yesxatp, cam _ KocTep.

Bce nopuy, OJIeX Y TPSA3HBIMU PYKaMHU.
Bce Bpems Bepuycs,
Ecnu s , 00s13aTenbHO ynany!

CHauvasna cpouty y Hero, moToMm .

S ckopo ¢ Bamu coBcem !

51 Bce BpeMs CTPOIO KO3HM,  BOJY.

Ecnu moliger noxab,  BEJIOCHUIIE] B rapax.
Croro B ouepenu,

Haii-ka st pa3ok!

5] HuKOrma HYU XUTpPIO, HE

Panbiie s nmpokasuna, s ceyac ss He .
Yacro nymato o0 aTom,

Sl Bce, 4TO momajaeTcs Ha riasa.

I'oBopro rpomMko,

Bosemy caxap,  ero B TecToO.

Bcee nenaro cama. U cama.

Tel moMa, a s Ha pabote .

3aHMMAIOCh XO3IHUCTBOM,  yTIOTOM.
JlepeBbst BbICAXXMBAIO, Pyl

PaGorato mHOTO,
Bbyny roroButhcs K JieTy,
ITwmro, kpamy,
_ KYPOK H CTpEJIfIIO.
___ peaxo, TOJbKO KOTJa MHE IIOXO.
[loliny-ka s COK M3 JINMOHA.

5] HMKOTa HE KATylOCh M HE
[Ipuesxkaii ko MHe,  TeOe JeHer.
bor:,,51 B u4enoBeka AbIXaHHE.»
Yowupato u KOKIBIN JCHb.
JIro6mro ero,  ero cmocoOHOCTH.
Kymmo npogykrer,

S yacTto ckymocp,

1000K ¥ capagaHOB.
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9yUTh
YIWUTh
TYJIUTh
MyXHYTh
JTUXOPATUTH
OMOJIOJIUTE
buneHaTuTh
BCOBBIBATh

PEIKO, TOJBKO KOTI/Ia CKYYHO.
pBIOY U Kapro ee.

Hny nomoi, .

I'onopato, mpocto C TOJIONY.

Bbonero, cunbpHO .

CHuMy 3aroBop, !

[IpocmarpuBato potorpadum,

OneBaro manbTo 1 HOTH B CaIlOTH.
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